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Security, Protocols, and Trust*

Joshua D. Guttman

guttman@mitre.org
http://www.ccs.neu.edu/home/guttman

Information security has benefited from mathematically cogent modeling and analysis, which can assure the absence of specific kinds of attacks. Information security provides the right sorts of problems: Correctness conditions may be subtle, but they have definite mathematical content. Systems may be complex, but the essential reasons for failures are already present in simple components. Thus, rigorous methods lead to clear improvements.

In this tutorial, we focus on one problem area, namely cryptographic protocols. Cryptographic protocols are often wrong, and we will start by studying how to break them. Most protocol failures arise from unintended services contained in the protocols themselves. An unintended service is an aspect of the protocol that requires legitimate principals unwittingly to provide an attacker with information that helps the attacker defeat the protocol. We describe a systematic way to discover unintended services and to piece them together into attacks.

Turning to the complementary problem of proving that there are no attacks on a particular protocol, we use the same insights to develop three basic patterns for protocol verification. These patterns concern the way that fresh, randomly chosen values ("nonces") are transmitted and later received back in cryptographically altered forms. We explain how these patterns, the authentication tests, are used to achieve authentication and to guarantee recency. They serve as a design method as well as a verification method.

In themselves, however, these methods do not explain the commitments that a principal makes by specific protocol actions, nor the trust one principal must have in another in order to be willing to continue a protocol run. In the last part of the tutorial, we describe how to combine protocol analysis with a trust management logic in order to formalize the trust consequences of executing protocols for electronic commerce and access control.

* Supported by the United States National Security Agency and the MITRE-Sponsored Research Program.
Security Types Preserving Compilation*
(Extended Abstract)

Gilles Barthe\textsuperscript{1}, Amitabh Basu\textsuperscript{2}\textsuperscript{**}, and Tamara Rezk\textsuperscript{1}

\textsuperscript{1} INRIA Sophia-Antipolis, France \{Gilles.Barthe,Tamara.Rezk\}@sophia.inria.fr
\textsuperscript{2} IIT Delhi, India csu00099@cse.iitd.ernet.in

Abstract. Initiating from the seminal work of Volpano and Smith, there has been ample evidence that type systems may be used to enforce confidentiality of programs through non-interference. However, most type systems operate on high-level languages and calculi, and “low-level languages have not received much attention in studies of secure information flow” (Sabelfeld and Myers, [16]). Further, security type systems for low-level languages should appropriately relate to their counterparts for high-level languages; however, we are not aware of any study of type-preserving compilers for type systems for information flow.

In answer to these questions, we introduce a security type system for a low-level language featuring jumps and calls, and show that the type system enforces termination-insensitive non-interference. Then, we introduce a compiler from a high-level imperative programming language to our low-level language, and show that the compiler preserves security types.

1 Introduction

Type systems are popular artefacts to enforce safety properties in the context of mobile and embedded code. While such safety properties fail short of providing appropriate guarantees with respect to security policies to which mobile and embedded code must adhere, recent work has demonstrated that type systems are adequate to enforce statically security policies. These works generally focus on confidentiality and in particular on non-interference [7], which ensures confidentiality through the absence of information leakage. Initiating from the seminal work of Volpano, Smith and Irvine [20], type systems for non-interference have been thoroughly studied in the literature, see e.g. [16] for a survey. However, most works focus on high-level calculi, including \( \lambda \)-calculus, see e.g. [8], \( \pi \)-calculus, see e.g. [9], and \( \varsigma \)-calculus [3], or high-level programming languages, including Java [2,12] and ML [15].

In contrast, relatively little is known about non-interference for low-level languages, in particular because their lack of structure renders control flow more intricate; in fact existing works, see e.g. [4,5], use model-checking and abstract
interpretation techniques to detect illegal information flows, but do not provide proofs of non-interference for programs that are accepted by their analysis. Thus the first part of this paper is devoted to the definition of a security type system for a low-level language with jumps and calls, and a proof that the type system enforces termination-insensitive non-interference.

Of course, security type systems for low-level languages should appropriately relate to their counterparts for high-level languages. Indeed, one would expect that compilation preserves security typing. Thus the second part of the paper is devoted to a case study in compilation with security types: we define a high-level imperative language with procedures, and a compiler to the low-level language studied in the first part of the paper. Further, we endorse the language with a type system that guarantees termination-insensitive non-interference, and show that compilation function preserves typing. The proof that compilation preserves typing proceeds by induction on the structure of derivations, and can be viewed as a procedure to compute, from a certificate of well-typing at the source program, another certificate of well-typing for the compiled program. It is thus very close in spirit to a certifying compiler [13].

**Contents.** The remaining of the paper is organized as follows. In Section 2 we define an assembly language that shall serve as the compiler target, endorse it with a security type system, and prove that the type system enforces termination-insensitive non-interference. In Section 3, we introduce a high-level imperative language with procedures and its associated type system. Further, we introduce a compiler that we show to preserve security typing; we also discuss how type-preserving compilation can be used to lift non-interference to the high-level language. We conclude in Section 4, with related work and directions for further research.

## 2 Assembly Language

### 2.1 Syntax and Operational Semantics

The assembly language is a small language with jumps and procedures. A program $P$ is a set of procedures with a distinguished, main, procedure; we let $P_f$ be the procedure associated to an identifier $f$ in $P$. Each procedure $P_f$ consists of an array of instructions; we let $P_f[i]$ be the $i$-th instruction in $P_f$. The set $\text{Instr}$ of instructions and the set $\text{Prog}_c$ of compiled programs are defined in Figure 1. We often denote programs by $P_c :: [f := i^*]^*$. Given a program $P$, we let $\mathcal{PP}$ be its set of programs points, i.e. the set of pairs $(f, i)$ with $f \in \mathcal{F}$, where $\mathcal{F}$ is a set of procedure names, and $i \in \text{dom}(P_f)$. Further, we assume programs to satisfy the usual well-formedness conditions, such as code containment: for every program point $(f, i)$, $P_f[i] = j \Rightarrow j \in \text{dom}(P_f)$, etc.

The operational semantics is given as a transition relation between states. In our setting, values are integers, i.e. $\mathcal{V} = \mathbb{Z}$ and states are triples of the form $(\text{cs}, \rho, s)$ where $\text{cs} \in \mathcal{PP}^*$ is a call string whose length is bounded by some
previously agreed upon maximal size \( \text{max} \), \( \rho : \mathcal{X} \rightarrow \mathcal{V} \) is a register map that assigns values to local variables (note that \( \mathcal{X} \) is finite for any fixed program), and \( s \) is an operand stack, i.e. a stack of values. The operational semantics of the assembly language is given by the rules of Figure 2; all rules are subject to the proviso that the size of the call string and the operand stack remain bounded by some previously agreed upon maximal size \( \text{max} \) and \( \text{MAX} \); further we assume given for every operation symbol \( op \) a corresponding total binary function \( op \) on integers. Finally, we write \( \rho \oplus \{ x \mapsto v \} \) to denote the unique function \( \rho' \) s.t. \( \rho'(y) = \rho(y) \) if \( y \neq x \) and \( \rho'(x) = v \).

Observe that procedure calls do not activate a new frame with its own local variables and operand stacks, as e.g. in the JVM; in fact, procedures are closer to JVM subroutines than they are to JVM method invocations.

\[
\begin{align*}
P_f[i] &= \text{prim } n \quad n \in \mathbb{Z} \quad \langle \langle f,i \rangle :: \mathcal{X}, \rho, s \rangle \sim \langle \langle f,i+1 \rangle :: \mathcal{X}, \rho, n::s \rangle \\
P_f[i] &= \text{prim op } \quad \text{op} \in \mathbb{D} \quad n_1 \text{ op } n_2 = n \\
\langle \langle f,i \rangle :: \mathcal{X}, \rho, n_1::n_2::s \rangle &\sim \langle \langle f,i+1 \rangle :: \mathcal{X}, \rho, n::s \rangle \\
P_f[i] &= \text{load } x \\
\langle \langle f,i \rangle :: \mathcal{X}, \rho, s \rangle &\sim \langle \langle f,i+1 \rangle :: \mathcal{X}, \rho, \rho(x)::s \rangle \\
P_f[i] &= \text{store } x \\
\langle \langle f,i \rangle :: \mathcal{X}, \rho, v::s \rangle &\sim \langle \langle f,i+1 \rangle :: \mathcal{X}, \rho, x::v::s \rangle \\
P_f[i] &= \text{return} \\
\langle \langle f,i \rangle :: \mathcal{X}, \rho, s \rangle &\sim \langle \langle f',i' \rangle :: \mathcal{X}, \rho, s \rangle \\
P_f[i] &= \text{if } j \quad v \neq 0 \\
\langle \langle f,i \rangle :: \mathcal{X}, \rho, v::s \rangle &\sim \langle \langle f,j \rangle :: \mathcal{X}, \rho, s \rangle \\
P_f[i] &= \text{if } j \quad v = 0 \\
\langle \langle f,i \rangle :: \mathcal{X}, \rho, v::s \rangle &\sim \langle \langle f,i+1 \rangle :: \mathcal{X}, \rho, s \rangle \\
P_f[i] &= \text{goto } j \\
\langle \langle f,i \rangle :: \mathcal{X}, \rho, s \rangle &\sim \langle \langle f,j \rangle :: \mathcal{X}, \rho, s \rangle \\
P_f[i] &= \text{call } f \\
\langle \langle f,i \rangle :: \mathcal{X}, \rho, s \rangle &\sim \langle \langle f,1 \rangle :: \langle f',i' \rangle :: \mathcal{X}, \rho, s \rangle \\
P_f[i] &= \text{return} \\
\langle \langle f,i \rangle :: \epsilon, \rho, s \rangle &\sim \langle \epsilon, \rho, s \rangle
\end{align*}
\]

Fig. 2. Operational Semantics of Assembly Language
2.2 Defining Non-interference

Informally, non-interference guarantees that, executing a program \( P \) on initial states that are indistinguishable from the point of view of an attacker will not result in observable differences for the attacker. There are however a number of different ways in which this definition can be made precise, depending on the formulation of observability. One notion, that seems well adapted to our context, is termination-insensitive non-interference, which says that given any two states \( i \) and \( i' \), and assuming that executing \( P \) on \( i \) and \( i' \) respectively yield as final states \( f \) and \( f' \), indistinguishability between \( i \) and \( i' \) entails indistinguishability between \( f \) and \( f' \). Note that such a definition implicitly assumes that an attacker cannot observe termination; there are stronger notions of confidentiality that consider termination and even execution time as observable, see e.g. \([16]\).

Indistinguishability is a relation between states and is defined w.r.t. security maps that assign security levels to registers and to program points; throughout this paper, we assume that the set of security levels is \( S = \{H, L\} \) and is ordered by the clause \( L \leq H \); considering a lattice of security levels instead is possible but adds technicalities without adding insight. Indistinguishability on states is defined in terms of indistinguishibility relations on register maps, and on operand stacks. The former is a pointwise extension of the obvious indistinguishibility relation on values.

**Definition 1 (Values and register maps indistinguishability).**

- Value indistinguishability \( v \sim_{SL} v' \) (of values \( v \) and \( v' \) w.r.t. security level \( SL \)) is defined as \( SL = H \lor v = v' \).
- The relation is extended pointwise to maps: for \( \rho, \rho' : \mathcal{X} \to \mathcal{V} \) and \( \Gamma : \mathcal{X} \to S \), we have \( \rho \sim_\Gamma \rho' \) is defined as
  \[
  \forall x \in \mathcal{X}. \ (\rho \ x) \sim_{(\Gamma \ x)} (\rho' \ x)
  \]

  At this point, it is already possible to define non-interference for programs.

**Definition 2.** A program \( P \) whose main procedure is main is non-interferent w.r.t. \( \Gamma : \mathcal{X} \to \mathcal{S} \), written \( \text{NI}_\Gamma(P) \), if for every \( \rho, \rho', \mu, \mu : \mathcal{X} \to \mathcal{V} \) such that \( \rho \sim_\Gamma \rho' \) and \( \langle (\text{main}, 1), \rho, \epsilon \rangle \sim^* \langle \epsilon, \mu, \epsilon \rangle \) and \( \langle (\text{main}, 1), \rho', \epsilon \rangle \sim^* \langle \epsilon, \mu', \epsilon \rangle \),

we have \( \mu \sim_\Gamma \mu' \).

Stack indistinguishability requires a slight generalization of the pointwise order on stacks so as to handle high if with branches of different length (a motivation for this is given in section 2.4). The intuition is that we require operand stacks to be indistinguishable point-wise on some common top part, and then to be high in the bottom part on which they may not coincide. High operand stacks are defined relative to a stack type: formally, let \( s \) be an operand stack and \( st \) be a stack type; we write \( \text{high}_{st} \) (\( s, st \)) if \( s \) and \( st \) have the same length \( n \) and \( st[i] = H \) for every \( 1 \leq i \leq n \).

**Definition 3 (Operand stack indistinguishability).** Let \( s, s' \) be operand stacks and \( s, st \in ST \). Then \( s \sim_{st, st'} s' \) is defined inductively as follows:

\[
\begin{align*}
\text{high}_os \ (s, st) & \quad \text{high}_os \ (s', st') \\
\text{high}_os \ (s, st') & \quad s \sim_{st, st'} s' \\
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
s \sim_{st, st'} s' \quad v \sim_k v' \\
v :: s \sim_{k::st, k::st'} v' :: s'
\end{array}
\end{align*}
\]
**Definition 4 (State indistinguishability).** State indistinguishability \( \sigma \sim_{\Gamma, st, st'} \sigma' \) (of states \( \sigma = (cs, \rho, s) \) and \( \sigma' = (cs', \rho', s') \) w.r.t. register type \( \Gamma \) and stack types \( st \) and \( st' \)) is defined as \( s \sim_{st, st'} s' \land \rho \sim_{\Gamma} \rho' \).

### 2.3 Control Dependence Regions

Type systems such as \([18,20]\) reject programs that yield implicit flows through low assignments in a high branching instruction, e.g. if \( y_H \) then \( x_L := 0 \) else \( x_L := 1 \) that yield implicit flows through low assignments in a high branching instruction; in this program, the final value of \( x_L \) depends on \( y_H \) and thus the program is insecure.

In order to proceed likewise for our assembly language, we must resort to control dependence regions, which identify for every if instruction program points that execute under its control condition. While such control dependence regions are easy to identify in a structured, source language, their computation is slightly more intricate for unstructured assembly languages, but see e.g. \([1]\) for algorithms that compute such regions.

For the purpose of this paper, we need not be precise about the exact computation of such control dependence regions. Instead, we define for every program \( P \)

\[
PP_{if} = \{ (f, i) \in PP \mid p_f[i] = \text{if } j \}
\]

and assume given two functions \( \text{reg} : PP_{if} \rightarrow \mathcal{P}(PP) \) that computes the control dependence region of an if and \( \text{jun} : PP_{if} \rightarrow PP \) that computes the junction point of the two branches of the if. Formally, we assume that

for every \( (f', i') \in PP_{if} \), if \( (f', i') \in \text{reg}(\langle f, i \rangle) \) then \( \text{reg}(\langle f', i' \rangle) \subseteq \text{reg}(\langle f, i \rangle) \)—we latter refer to this property as RIP or region inclusion property—and that for every execution path

\[
(\langle f, i \rangle :: cs, \rho, s) \leadsto (cs_1, \rho_1, s_1) \leadsto \ldots \leadsto (cs_n, \rho_n, s_n)
\]

one of the following holds:

- \( cs_n = (f_s, i_s) \) \ldots \( (f_1, i_1) :: cs \) with \( (f_k, i_k) \in \text{reg}(\langle f, i \rangle) \) for \( 1 \leq k \leq s \);
- there exists \( 1 \leq l \leq n \) such that \( cs_l = \text{jun}(\langle f, i \rangle) :: cs \);
- there exists \( 1 \leq l \leq n \) such that \( cs_l = (f, j) :: cs \) and \( p_f[j] = \text{return} \).

We shall use the function \( \text{reg} \) in the type system, and the assumption about execution paths in the proof of non-interference.

**Remark.** Strictly speaking, the function \( \text{jun} \) needs not be total. However, we can always extend \( \text{jun} \) to a total function with the required property by supposing that the last instruction of the main procedure is a \text{return}.
2.4 Type System

The type system is defined through an abstract transition system that manipulates stack types, and a security environment that associates to each program point a security level, and is parameterized by a register type $\Gamma : \mathcal{X} \rightarrow \mathcal{S}$ that sets the security level of each register. Before giving its formal definition, we motivate the type system on representative examples.

*Example 1.* Consider the following piece of program, where $x_L$ is a low variable and $y_H$ is a high variable:

\[
\begin{align*}
\text{load } y_H \\
\text{store } x_L
\end{align*}
\]

The first instruction pushes the value held in $y_H$ on top of the operand stack, while the second instruction stores the top of the operand stack in $x_L$. Thus this piece of program stores in the variable $x_L$ the value held in the variable $y_H$, and yields a direct information leakage. Our type system prevents such explicit flows by restricting the transition of an instruction `store $x_L$` to the case where the type in the top of the stack type is low, whereas the instruction `load $y_H$` pushes a $H$ in the stack type.

The security environment $se : \mathcal{PP} \rightarrow \mathcal{S}$ detects illicit flows by recording for each program point $pp$ the highest security level of the control dependence influence under which the program point $pp$ is.

*Example 2.* Consider the following pieces of program, where $x_L$ is a low variable and $y_H$ is a high variable:

\[
\begin{align*}
1 \text{ load } y_H \\
2 \text{ if 6} \\
3 \text{ prim 0} \\
4 \text{ store } x_L \\
5 \text{ goto 8} \\
6 \text{ prim 1} \\
7 \text{ store } x_L \\
8 \text{ return}
\end{align*}
\]

These pieces of program yield implicit flows, as a test on a high value yields different values for a low variable. Indeed, at program point 8, the low variable $x_L$ contains the value 0 if $y_H$ contains the value 0 or the value 1 if $y_H$ contains a value different from 0. Our type system prevents such information leakage by imposing that the abstract transition rule for a high if instruction sets to $H$ the security level of all program points in its control dependence region, and by rejecting low assignments and returns—unless the return is the last instruction of the procedure being executed— that are performed at high program points.

The abstract transition system is defined by the typing transfer rules in Figure 3. These rules, which capture the transformation of security types information by instructions, are of the form

\[
\frac{\text{cs} = (f, i) :: \text{cs}_0}{\Gamma, \text{cs} \vdash \text{st}, se \Rightarrow \text{st}', se'}
\]
where \( \Gamma \) is a fixed register type, and \( st, se \) determines typing constraints for \( cs, \) and \( st', se' \) determines typing constraints for the successors of \( cs. \) Note the transfer function rules define a partial function, i.e. \( \Gamma, cs \vdash st, se \Rightarrow st_1, se_1 \) and \( \Gamma, cs \vdash st, se \Rightarrow st_2, se_2 \) implies \( st_1 = st_2 \) and \( se_1 = se_2. \)

The successor relation \( \mapsto \subseteq CS \times CS, \) where \( CS \) is the set of \( PP \)-lists of length < \( \text{max}, \) is defined by the clauses:

- if \( pf[i] = \text{return} \) then \( (f,i) :: (f',j) :: cs' \mapsto (f',j+1) :: cs' \) and \( (f,i) :: \epsilon \mapsto \epsilon; \)
- if \( pf[i] = \text{call} f' \) then \( (f,i) :: cs \mapsto (f',1) :: (f,i) :: cs; \)
- if \( pf[i] = \text{goto} j \) then \( (f,i) :: cs \mapsto (f,j) :: cs; \)
- if \( pf[i] = \text{if} \) then \( (f,i) :: cs \mapsto (f,k) :: cs \) for \( k \in \{ i+1, j \}; \)
- otherwise, \( (f,i) :: cs \mapsto (f,i+1) :: cs. \)

Type-checking is performed by a dataflow analysis that explores all abstract execution paths; following Brisset and Coglio [6], we opt for a polyvariant analysis. Hence our type system deals with security types of the form \( CS \rightarrow \mathcal{O}(ST \times SE), \) where the set \( ST \) of stack types is defined as the set of \( S \)-stacks of length smaller than \( \text{MAX}, \) and the set \( SE \) of security environments is defined as \( PP \rightarrow S; \) given a security type \( S \) and a call string \( cs \) we let \( S_{cs} \) denote \( S(cs). \) For the purpose of this paper, we work with judgments of the form \( \Gamma, S, cs \vdash P \) where \( S \) is a security type; the typing rule is

\[
\forall st, se \in S_{cs}, \forall cs' \in CS. \ cs \mapsto cs' \Rightarrow \exists st', se' \in S_{cs'}. \ \Gamma, cs \vdash st, se \Rightarrow st', se' \quad \Gamma, S, cs \vdash P
\]

(There are standard algorithms to compute \( S \) when it exists, see e.g. [11]). Finally, we say that a program \( P \) has type \( S \) w.r.t. \( \Gamma, \) written \( \Gamma, S \vdash P, \) if \( \Gamma, S, cs \vdash P \) for all \( cs \) s.t. \( \langle \text{main}, 1 \rangle :: \epsilon \mapsto \ast \ cs, \) where \( \mapsto \ast \) denotes the transitive closure of \( \mapsto \). As usual, we say that \( P \) is typable w.r.t. \( \Gamma, \) written \( \Gamma \vdash P, \) if \( \Gamma, S \vdash P \) for some \( S. \)

### 2.5 Soundness

Typable programs are non-interfering.

**Theorem 1.** If \( \Gamma \vdash P \) then \( \text{Nl}_f(P). \)

The idea of the proof is as follows: first, we prove in Lemma 1 that indistinguishability is preserved under one step of execution, if the program is typable. Second, we prove in Lemma 2 that one step execution in a high-level environment yields a result state that is indistinguishable from the original one. By combining these results together, we conclude.

In the sequel, we use \( s \cdot cs \) to denote the call string of a state \( s \) and \( \text{hd} \) to denote the head function. We also write \text{high} \( st \) if all elements in the \( S \)-stack \( s \) are high. We also write \( \Gamma \vdash cs, st, se \Rightarrow cs', st', se' \) if \( \Gamma, cs \vdash st, se \Rightarrow st', se' \) and \( cs \mapsto cs', \) and use \( \Gamma \vdash \cdot, \cdot, \cdot \Rightarrow \ast \cdot, \cdot, \cdot \) to denote its transitive closure.
Suppose $\Gamma, S \vdash P$. Let $s_1, s_2, s'_1, s'_2$ be states with $s_1 \cdot cs = s_2 \cdot cs$ and let $(st_1, se), (st_2, se) \in S_{s_1 \cdot cs}$ be security types s.t. $s_1 \sim_{\Gamma, st_1, st_2} s_2$, and $s_1 \sim s'_1$, and $s_2 \sim s'_2$.

Then there exist $(st'_1, se'_1) \in S_{s'_1 \cdot cs}$ and $(st'_2, se'_2) \in S_{s'_2 \cdot cs}$ s.t. $s'_1 \sim_{\Gamma, st'_1, st'_2} s'_2$.

Furthermore, one of the following holds:

- $se'_1 = se'_2 = se$ and $s'_1 \cdot cs = s'_2 \cdot cs$;
- $s_1 \cdot cs = \langle f, i \rangle :: cs'$ and $P_f[i] = \text{if } j \text{ and } \text{hd } st_1 = \text{hd } st_2 = H$.

Proof. By a case analysis on the instruction that is executed.

Lemma 2 (One-Step Noninterference in High-Level Environments). Suppose $\Gamma, S \vdash P$. Let $s, s'$ be states and $(st, se) \in S_{\cdot cs}$ be a security type s.t. $s \cdot cs = \langle f, i \rangle :: cs'$, $s \sim s'$, high $st$, and $se((f, i)) = \text{H}$; Then there exists $(st', se') \in S_{s' \cdot cs}$ s.t. high $st'$, and $s \sim_{\Gamma, st, st'} s'$, and $\Gamma, s \cdot cs \vdash (st, se) \Rightarrow (st', se')$.

Proof. By a case analysis on the instruction that is executed.

Proof (of Theorem 1). Consider the two execution paths

$$s_0 \sim s_1 \sim \ldots \sim s_{n_1}$$

$$s'_0 \sim s'_1 \sim \ldots \sim s'_{n_2}$$
where $s_0 = \langle\langle\mathrm{main},1\rangle\rangle : \epsilon, \rho, \epsilon\rangle$, and $s'_0 = \langle\langle\mathrm{main},1\rangle\rangle : \epsilon, \rho', \epsilon\rangle$, and $s'_{n_1} \cdot \mathrm{cs} = s'_{n_2} \cdot \mathrm{cs} = \epsilon$.

By invoking Lemma 1 as long as it applies, we conclude for some maximal $q$ that $s_q \cdot \mathrm{cs} = s'_{q'} \cdot \mathrm{cs}$, and that there exists $(st_q, se), (st'_{q'}, se) \in S_{s_q} \cdot \mathrm{cs}$ such that $s'_q \sim_{\Gamma, st_q, st'_{q'}} s'_{q'}$. Now there are two cases to treat: if $s_q \cdot \mathrm{cs} = \epsilon$ then $n_1 = n_2 = q$ and we are done; otherwise, the last instruction executed is an if high. By the typing rule of the if instruction, it holds high $st_q$ and high $st'_{q'}$. We now invoke Lemma 2 repeatedly to conclude that there exists $s_{q_1}$ and $s'_{q_2}$ and $(st_{q_1}, se_1) \in S_{s_{q_1}} \cdot \mathrm{cs}$ and $(st'_{q_2}, se'_2) \in S_{s'_{q_2}} \cdot \mathrm{cs}$ such that $s_q \sim_{\Gamma, st_q, st_{q_1}} s_{q_1}$ and $s'_q \sim_{\Gamma, st'_q, st'_{q_2}} s'_{q_2}$. By transitivity, we conclude $s_{q_1} \sim_{\Gamma, st_{q_1}, st'_{q_2}} s'_{q_2}$. Further, we can choose $q_1$ and $q_2$ to be the minimal indexes such that $s_{q_1} \cdot \mathrm{cs} = \text{jun}((f, i)) : \mathrm{cs'}$ and $s'_{q_2} \cdot \mathrm{cs} = \text{jun}((f, i)) : \mathrm{cs'}$ respectively. As $\Gamma \vdash s_q \cdot \mathrm{cs}, st_q, se \Rightarrow^* s_{q_1} \cdot \mathrm{cs}, st_{q_1}, se_1$ and $\Gamma \vdash s_q \cdot \mathrm{cs}, st'_q, se' \Rightarrow^* s'_{q_2} \cdot \mathrm{cs}, st'_{q_2}, se'_2$ and only if statements may modify the security environment, and we assume RIP, we can further conclude that $se_1 = se'_2$.

Thus we can apply Lemma 1 again, and repeat the process until reaching the final states of the reduction sequences.

3 Security Type Preserving Compilation

In this section, we define a high-level imperative language, endorse it with a security type system, and introduce a compiler from the source language to the assembly language. Then we show that the compiler preserves security types, and derive as a corollary that the security type system for the source language enforces non-interference.

3.1 Source Language

The source language is a simple imperative language with procedures. A procedure is a declaration of the form $\text{proc } f(x) = c; \text{ return}$ where $f$ is a procedure name and $c$ is a command. As with the assembly language, we assume that a program is a list of procedures with a distinguished, main, procedure without parameters. Formally, the set $\mathrm{Expr}$ of expressions, $\mathrm{Comm}$ of commands, and $\mathrm{Prog}$ of programs are given by the following syntaxes:

$$
\begin{align*}
e & ::= x \mid n \mid e \text{ op } e \\
c & ::= x \ ::= e \mid f(e) \mid c; c \mid \text{ while } e \text{ do } c \mid \text{ if } e \text{ then } c \text{ else } c \\
P & ::= [\text{proc } f(x) = c; \text{ return}]^*
\end{align*}
$$

The operational, big-step semantics of programs is based on judgments of the form $\Gamma \vdash_S e : \tau$ and $\Gamma \vdash_S : \tau \text{ cmd}$. A program $P$ is typable, written $\Gamma \vdash_S P$, if $\Gamma \vdash_S \text{ main} : \tau \text{ cmd}$ for some $\tau$. The typing rules are inspired from [18,
20], and are given in Figure 1. In order to enhance readability, we use :: both for consing an element to a list and concatenating two lists, and we omit details of calculating \( pc \) in the clauses for while and if expressions. We also use \#\#l to denote the length of a list.

### 3.2 Compilation

The compilation function \( C_p : \text{Prog} \rightarrow \text{Prog}_c \) is defined in the usual way from a compilation function on expressions \( C_e : \text{Expr} \rightarrow \text{Instr}^* \), and a compilation function on commands \( C_c : \text{Comm} \rightarrow \text{Instr}^* \). Their formal definitions are given in Figure 5. In order to enhance readability, we use :: both for consing an element to a list and concatenating two lists, and we omit details of calculating \( pc \) in the clauses for while and if expressions. We also use \#l to denote the length of a list.

### 3.3 Preservation of Security Types

Compilation preserves typing.

**Theorem 2.** If \( \Gamma \vdash_S P \) then \( \Gamma \vdash C_p(P) \).

The proof proceeds in two steps. First, we show how to compute from an expression in the source language and its type, the type of the corresponding compiled code produced by the function \( C_e \). By abuse of notation, we write \( se = \tau \) if \( se((f, j)) = \tau \) for every \( (f, j) \in \mathcal{PP} \).

**Lemma 3.** Assume \( e \) is an expression in \( P \) and \( \Gamma \vdash_S e : \tau \), and \( C_p(P)_f[i \ldots j] = C_e(e) \). For every \( cs_0 \in CS \) and \( st, se \in ST \) s.t. \( se = \tau \), there exists \( S^{e}_{cs_0, st, se} : \{(f, k) : cs_0 | i \leq k \leq j + 1\} \rightarrow ST \) by abuse of notation, we often write \( S^{e} - s.t. \).

---

**Fig. 4. Typing rules for high-level language**

\[
\begin{align*}
\text{(Sub)}_e & \quad \frac{\Gamma \vdash e : \tau \quad \tau \leq \tau' \quad \Gamma \vdash e : \tau'}{\Gamma \vdash e : \tau'} \\
\text{(Sub)}_p & \quad \frac{\Gamma \vdash P : \tau \quad \tau' \leq \tau \quad \Gamma \vdash P : \tau' \quad \tau \leq \tau'}{\Gamma \vdash P : \tau' \quad \Gamma \vdash P : \tau}
\end{align*}
\]
Lemma 4. Assume c is a command in P, and \( \Gamma \vdash_S c : \tau \text{cmd} \), and \( \mathcal{C}_P(P)[i \ldots f] = \mathcal{C}_c(c) \). For every \( cs \in CS \) and \( st_0, se_0 \in ST \) s.t. \( se_0 = \tau \), there exists \( S^c_{cs_0, st_0, se_0} : CS \rightarrow \wp(ST) \)—by abuse of notation, we often write \( S^c \leftarrow \langle \right \rangle \text{st.}: \)

1. for every \( cs, cs' \in dom(S^c) \) and \( st, se \in S^c(cs) \) s.t. \( cs \rightarrow cs' \), there exists \( st', se' \in S^c(cs') \) s.t. \( \Gamma, cs \vdash st, se \Rightarrow st', se' \);
2. there exists \( st' \) s.t. \( st' = st_0 \) or \( st' = \text{lift}_\tau st_0 \), and for every \( cs \in dom(S^c) \), \( cs' \notin dom(S^c) \) and \( st, se \in S^c(cs) \) s.t. \( cs \rightarrow cs' \), \( \Gamma, cs \vdash st, se \Rightarrow st', se_0 \). We write \( \phi^c_{cs_0, st_0, se_0} \) for \( st' \).

Proof. By structural induction on instructions.

Proof (of Theorem 2). Set \( se_0 = \tau \). By construction, the function \( S^c_{\text{main}} \) is defined for all \( cs \) s.t. \( \langle \text{main}, 1 \rangle : e \mapsto^* cs \). It is then immediate to conclude.

3.4 Recovering Non-interference for the Source Language

One can also prove that compilation preserves operational semantics.

Proposition 1 (Preservation of semantics). Let \( p \) be a program whose main procedure is \( \langle \text{main} := e_{\text{main}}; \text{return} \rangle \) and \( \rho : \mathcal{X} \rightarrow \mathcal{Y} \). If \( \langle c_{\text{main}}, \rho \rangle \Rightarrow^* \mu \) then the compiled program satisfies \( \langle \langle \text{main}, 1 \rangle, \rho, e \rangle \sim^* \langle e, \mu, \epsilon \rangle \)
By combining Proposition 1 and Theorem 2 we are able to recover the non-interference result for typable source programs.

**Corollary 1 (Non-interference for source language).** Let $P$ be a program, let $\Gamma : X \rightarrow S$ and assume that $\Gamma \vdash S P$. Then $P$ is non-interferent w.r.t. $\Gamma$ in the sense that for every $\rho, \rho', \mu, \mu' : X \rightarrow V$,

$$\langle \rho \sim \Gamma \rho' \land \langle c_{\text{main}}, \rho \rangle \Rightarrow \mu \land \langle c_{\text{main}}, \rho' \rangle \Rightarrow \mu' \rangle \Rightarrow \mu \sim \Gamma \mu'$$

**Proof.** By Proposition 1, $\langle \langle \text{main}, 1 \rangle, \rho, \epsilon \rangle \sim^* \langle \epsilon, \mu, \epsilon \rangle$ and $\langle \langle \text{main}, 1 \rangle, \rho', \epsilon \rangle \sim^* \langle \epsilon, \mu', \epsilon \rangle$. Furthermore $\Gamma \vdash C_p(P)$ by Theorem 2. Hence $C_p(P)$ is non-interferent w.r.t. $\Gamma$ by Theorem 1, and thus $\mu \sim \Gamma \mu'$ by definition of non-interference.

### 4 Conclusion

We have shown how type systems can be used to enforce non-interference in a low-level language with procedures, and that one can define a security types preserving compiler from a high-level imperative language to such a low-level language.

#### 4.1 Related Work

As emphasized in the introduction, static enforcement of non-interference through type systems is a well-researched topic, see e.g. [16] for a survey, and we can only comment on some of the most relevant literature.

**Procedures and exceptions.** Non-interference for procedures and exceptions has first been studied (for high-level languages) by Volpano and Smith [19,18]. Improved type systems for exceptions have been studied by Myers for Java [12] and by Pottier and Simonet for ML [15,17].

**Low-level languages.** Lanet et al., see e.g. [5], develop a method to detect illicit flows for a sequential fragment of the JVM. In a nutshell, they proceed by specifying in the SMV model checker a symbolic transition semantics of the JVM that manipulates security levels, and by verifying that an invariant that captures the absence of illicit flows is maintained throughout the (abstract) program execution. Their analysis is more flexible than ours, in that it accepts programs such as $y_L := x_H; y_L := 0$. However, they do not provide a proof of non-interference. The approach of Lanet et al. has been refined by Bernardeschi and De Francesco, see e.g. [4], for a subset of the JVM that includes jumps, subroutines but no exceptions.
Type preserving compilation. Type preserving compilation has been thoroughly studied in the context of typed intermediate languages, most notably for ML and Java, see e.g. [10]. Information flow types preserving compilation has been studied by Zwandewic and Myers in the context of λ-calculus and CPS translation [21]. Also, Honda and Yoshida [9] consider type-preserving interpretations of higher-order imperative calculi with security types to π-calculus with security types. A similar result for resource control is being pursued in the MRG project2.

Certifying compilation, as advocated by Proof Carrying Code [13], extends the idea of type preserving compilation by producing, from a certificate (i.e. a proof object) that a source program adheres to a property, a certificate that the compiled program adheres to a corresponding property, see e.g. [14].

4.2 Future Work

Our work constitutes a preliminary investigation in the realm of certifying compilation for security properties, and may be extended in several directions.

- Language expressiveness: we would like to extend the results of this paper to more powerful languages that include objects and/or higher-order functions. We are particularly interested in scaling up our results to the sequential fragment of Java and of the JVM, building up on [2] for the former and on recent, unpublished, work by the authors for the latter.
- Generality: the main result of this paper is specialized to one particular compilation function that departs from standard compilers, e.g. by not being optimizing. We would like to isolate a set of constraints that guarantees preservation of typability for security types, and investigate the impact of standard compiler optimizations on security types.
- Integrity: it is of practical interest, and we believe straightforward, to adapt our results to integrity. Indeed, weak forms of integrity guarantee that high variables may not be modified by a low writer, and are dual to confidentiality.
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Abstract. This paper presents history-dependent scheduling, a new technique for reducing the search space in the verification of cryptographic protocols. This technique allows the detection of some “non-minimal” interleavings during a depth-first search, and was implemented in TRUST, our cryptographic protocol verifier. We give some experimental results showing that our method can greatly increase the efficiency of the verification procedure.

1 Introduction

In recent years, several symbolic reduction systems have been introduced, that aim at the analysis of security protocols. Some examples of this approach include [7,1,4]. These symbolic methods have an advantage over more traditional model-checking approaches in that they allow for the exploration and verification of an otherwise infinite-branching system, making it possible to perform an exact analysis for systems with a finite number of cryptographic processes.

However, the same problem remains as in most other model-checking techniques: as the number of parallel processes goes up, the number of possible interleavings makes the verification task harder – if not impossible in practice – because of the state-space explosion problem.

In this paper we present history-dependent scheduling, a new reduction technique that has been developed to be used in TRUST [10,11], our cryptographic protocol verifier. This technique allows, in a depth-first search setting, the detection of some redundant – “non-minimal” – interleavings, and is also well-suited to symbolic transition systems, where few transitions actually commute and the usual reduction methods such as those of [6] do not apply.

The paper is organised as follows. After the presentation of our formal model, we will give an intuitive overview of our reduction procedure. This procedure will then be formally described and proved in the next two sections. The paper will end with some experimental results and concluding remarks.
2 Model

Our full model is presented in details in [2], and we will therefore only give a short version here.

We work under the usual Dolev-Yao model [5], where the network is under full control of an adversary that can analyse all messages exchanged and synthetize new ones. In our setting, messages can be viewed as terms in a free algebra – we work under the perfect encryption assumption – and we distinguish between basic names (agent’s names, nonces, keys, ...) and composed messages (pairs < . , > and encrypted terms $E(\_,\_)$), with the restriction that only basic names may be used as encryption keys. The set of names is denoted by $\mathcal{N}$ and the full set of messages by $\mathcal{M}$.

2.1 The Intruder’s Knowledge

Given a set of terms $T$, we will denote the set of terms that the intruder may derive by $\mu(T)$. We assume a (computable) relation $\mathcal{D} \subseteq \mathcal{N} \times \mathcal{N}$ with the following interpretation:

\[(C, C') \in \mathcal{D} \iff \text{messages encrypted with } C \text{ can be decrypted with } C'.\]

We define $\text{Inv}(C) = \{C' \mid (C, C') \in \mathcal{D}\}$. Further hypotheses on the properties of $\mathcal{D}$ allow to model hashing, symmetric, and public keys. In particular: (i) for a hashing key $C$, $\text{Inv}(C) = \emptyset$, (ii) for a symmetric key $C$, $\text{Inv}(C) = \{C\}$, and (iii) for a public key $C$ there is another key $C'$ such that $\text{Inv}(C) = \{C'\}$ and $\text{Inv}(C') = \{C\}$.

Given a set of terms $T$ we define the $S$ (synthesis) and $A$ (analysis) operators as follows:

- $S(T)$ is the least set that contains $T$ and such that:
  \[t_1, t_2 \in S(T) \Rightarrow \langle t_1, t_2 \rangle \in S(T)\]
  \[t_1 \in S(T), t_2 \in T \cap \mathcal{N} \Rightarrow E(t_1, t_2) \in S(T).\]

- $A(T)$ is the least set that contains $T$ and such that:
  \[\langle t_1, t_2 \rangle \in A(T) \Rightarrow t_i \in A(T), i = 1, 2\]
  \[E(t_1, t_2) \in A(T), A(T) \cap \text{Inv}(t_2) \neq \emptyset \Rightarrow t_1 \in A(T).\]

As an example, if $T = \{E((A, B), K), K^{-1}\}$ then $A(T) = T \cup \{A, B, \langle A, B \rangle\}$ and we have $E(A, K^{-1}) \in S(A(T))$.

With the above definitions, the knowledge that the intruder may derive from $T$ is $\mu(T) = S(A(T))$. It should be noticed that the knowledge $\mu(T)$ is infinite whenever $T$ is non-empty, and that it increases monotonically with $T$. 
2.2 Processes and Configurations: Semantics

In our framework, a protocol is modelled as a finite number of processes interacting with an environment. Our process syntax includes the parallel composition – commutative and associative – of two processes, and thus we define a configuration $k$ as a couple $(P, T)$ where $P$ is a process and $T$ is an environment; the environment is a set of terms, composed of the initial knowledge augmented with all the messages emitted by the participants of the protocol so far. In the following, the adversary knowledge in a configuration $k \equiv (P, T)$ will be denoted by $\mu(k) = \mu(T)$.

Figure 1 gives the semantic rules as a reduction system on configurations. Informally, a process can either:

- (!) Write a message: the term is added to the environment knowledge.
- (?) Read some message from the environment: this can be any message the adversary is able to build from its current knowledge.
- (d) Decrypt some (encrypted) term with a corresponding inverse key.
- (pl) Perform some unpairing (the symmetric rule (pr) is not written).
- ($m_1, m_2$) Test for the equality/inequality of two messages.
- (a) Check if some assertion $\varphi$ holds in the current configuration.

\[
\begin{align*}
(!) & \quad (\langle t.P \mid P', T \rangle) \quad \rightarrow (P \mid P' \cup \{t\}) \text{ if } t \in M \\
(?) & \quad (\langle x.P \mid P', T \rangle) \quad \rightarrow (\langle t/x.P \mid P', T \rangle) \text{ if } t \in \mu(T) \\
(d) & \quad (x \leftarrow \text{dec}(E(t, C), C').P \mid P', T) \quad \rightarrow (\langle t/x.P \mid P', T \rangle) \text{ if } C' \in \text{Inv}(C), t \in M \\
(pl) & \quad (x \leftarrow \text{proj}((t, t')).P \mid P', T) \quad \rightarrow (\langle t/x.P \mid P', T \rangle) \text{ if } t, t' \in M \\
(a) & \quad (\text{assert}(\varphi).P \mid P', T) \quad \rightarrow \begin{cases} (P \mid P', T) & \text{if } \varphi \text{ holds} \\ \text{err} & \text{if } \varphi \text{ does not hold} \end{cases} \\
(m_1) & \quad (\langle t = t'.P_1, P_2 \mid P', T \rangle) \quad \rightarrow (P_1 \mid P', T) \text{ if } t \in M \\
(m_2) & \quad (\langle t = t'.P_1, P_2 \mid P', T \rangle) \quad \rightarrow (P_2 \mid P', T) \text{ if } t \neq t', t, t' \in M
\end{align*}
\]

Fig. 1. Reduction on configurations

Missing from the figure is the terminated process, denoted by 0, as well as the syntax of the assertion language, that will be presented in the next section. err denotes a special configuration that can only be reached from a false assertion.

In our model, a correct protocol is a protocol that cannot reach the err configuration – or, put in other words, a protocol such that all assertions reachable from the initial configuration of the system hold.

This reachability problem was shown to be NP-complete [2,9].

2.3 The Assertion Language

The full assertion language we consider is the following:

\[
\varphi ::= \text{true} | \text{false} | t = t' | t \neq t' | \text{known}(t) | \text{secret}(t) | \varphi_1 \land \varphi_2 | \varphi_1 \lor \varphi_2
\]
This is equivalent to saying that we consider arbitrary boolean combinations of atomic formulas checking the equality of two messages \((t = t')\) and the secrecy of a message \((\text{secret}(t))\) with respect to the current knowledge of the adversary. As shown in [2], this language allows to easily express authentication properties such as aliveness and agreement [8]. An actual example of a specification using this assertion language is given in Appendix A.

The valuation of an assertion formula in an environment \(T\) is the “intuitive” one: for example, we have \(\models_T \text{secret}(t)\) iff \(t \not\in \mu(T)\). The only property on assertions that is used in this paper is the fact that \textit{the truth value of an assertion in an environment \(T\) depends only on the knowledge \(\mu(T)\).}

2.4 Symbolic Reduction and Challenges for Practical Verification

The main difficulty in the verification task is the fact that the input rule is infinitely branching as soon as the environment is not empty. In [1,2] it was shown that it is possible to solve this problem by using a symbolic reduction system that stores the constraints in a symbolic shape during the execution. As an example, the input rule \((?x.P,T) \rightarrow ([t/x]P,T), t \in \mu(T)\) becomes \((?x.P,T,E) \rightarrow (P,T,(E ; x : T))\). The complete description of the symbolic reduction system can be found in [2]. The main property we rely on is the fact that the symbolic reduction system is in lockstep with the ground one and provides a – sound and complete – decision procedure for processes specified using the full assertion language described in Sect. 2.3.

Although the symbolic reduction system is satisfying from a theoretical point of view, an inherent limitation is that it does not handle iterated processes (as the general case for iterated processes is undecidable). Thus, in order to verify a protocol against replay attacks and/or parallel sessions attacks, it is important to handle cases where there is a finite – even if small – number of participants playing each role.

Of course, as the number of parallel threads goes up, the number of possible interleavings make the verification task harder – if not impossible in practice – because we face the classical state explosion problem. Usual model-checking techniques to handle this problem involve the use of partial-order reduction [6], but unfortunately the symbolic reduction system doesn’t lend itself very well to this approach, as different sequences of symbolic transitions will usually not lead to the same symbolic state.

We will tackle this problem by using a different approach: the basic idea is that by monitoring the inputs/outputs of the processes, we will be able to explore only some “complete” set of “interesting” interleavings. Due to the relative complexity of our reduction procedure, we will start by giving an intuitive overview in the next section.

3 A Scheduler for Cryptographic Processes

This section provides the intuition behind our reduction procedure. First, we recall the most important facts about our system:
We consider a parallel composition of \( n \) processes.
- Processes can only interact through the environment.
- Each reduction step occurs only on one process, and its effect only depends on the environment knowledge.
- The environment knowledge can only increase along the reduction.

We will tackle our verification problem by using the following point of view:
- To each process of the parallel composition is associated a unique “nice level” (in the following, we will, without loss of generality, assume that the nice level of a process is its number in the parallel composition).
- The verification procedure is performed by a scheduler which is in charge, at each step of the reduction, of choosing the next process to be reduced, based on information on the past of the reduction. The scheduler may also choose to stop the exploration of the current branch.

This scheduler is similar to the one in a usual operating system, in the sense that it makes use of information on the past to make his decisions; the analogy stops here because our verification scheduler does not aim at achieving fairness or latency, but only at completeness. Moreover, it is also non-deterministic and has the possibility to sequentially explore several branches starting from the same configuration. Obviously, if we take as a scheduler the one exploring all possible branches at each step of the reduction, our description is just another name for a depth-first search (but, of course, we will try to be more clever...).

Our reduction procedure can now be (informally) illustrated as a scheduler that does the following:

**Eager reduction:** If the scheduler has selected some process for reduction, then this process may as well remain selected until it modifies the environment knowledge, else the reduction done on this process would not be able to affect the possible reductions of the other processes. From now on, we will call “eager step of reduction” any succession of reductions on the same process where the last step strictly increases the environment knowledge, and we will assume that the scheduler only performs eager steps of reduction.

**Minimal traces:** Whenever the scheduler stops reducing some process and then, later, decides to resume the reduction of this process, it will expect that the new eager step of reduction:
- could not have happened at the time the reduction on this process was stopped (“no late work” clause);
- could not have happened before the reduction of another process with a higher nice level (“priority” clause).

If any of those 2 conditions does not hold, the scheduler will simply stop the exploration of the current reduction.

We will now focus at formally defining and proving this reduction procedure. Section 4 will focus on the **eager reduction** procedure (this notion was already briefly described in [10]). Then, in Sect. 5 we will introduce a notion of **minimal traces** and give some criterions allowing the detection of non-minimal traces.
4 Eager Reduction

This section focuses on the description of the eager reduction procedure, that will be proven correct and complete w.r.t. the original reduction system.

In the following, we study the reduction of a configuration \((P_1 | \ldots | P_m, T)\), denoted by \((\Pi P_i, T)\). We will not allow the rewrite of \(P | Q\) as \(Q | P\), and therefore we can define the relation \(\rightarrow_x\) as a reduction on the \(x\)-th process of the parallel composition. The variables \(k, k', \ldots\) will be used for configurations: we recall that if \(k \equiv (\Pi P_i, T)\), then \(\mu(k)\) is defined as the environment knowledge in that configuration \((\mu(k) = \mu(T) = S(A(T)))\), and if \(k = \text{err}\) we set \(\mu(\text{err}) = \emptyset\).

Reduction steps that do not modify the environment knowledge will play an important role in the following, and will be denoted as “silent”:

**Definition 4.1 (Silent reduction).**

We will note \(k \overset{\tau}{\rightarrow} k'\) iff \(k \rightarrow k'\) and \(\mu(k') = \mu(k)\).

The following commutation lemma for silent reductions, whose proof can be found in Appendix B, plays a crucial role in our reduction procedure:

**Lemma 4.1 (Commutation lemma).**

If \(i \neq j\),

1. \(k \overset{\tau_i}{\rightarrow} \text{err} \Rightarrow k \rightarrow \text{err}\)
2. \(k \overset{\tau_i}{\rightarrow} k' \neq \text{err} \Rightarrow k \rightarrow k' \cdot \tau_i k'\)

A corollary of this lemma is the fact that if we consider a sequence of silent reductions \(k \overset{\tau}{\rightarrow} \ast k'\), then we can choose – in the path from \(k\) to \(k'\) – any order to reduce the processes of the parallel composition.

We will now annotate sequences of reductions to include the order in which the different processes modify the environment knowledge. In the following, we will write \(\rightarrow_x\) as a shortcut for \(\rightarrow^*\). In a similar way, we will write \(\rightarrow_x = (\rightarrow_x)^*\) for a sequence of reductions occurring on the process \(x\).

**Definition 4.2.** We write:

1. \(k \overset{x}{\rightarrow} k'\) iff \(k \rightarrow k'\) and \(\mu(k') = \mu(k)\)
2. \(k \overset{x}{\rightarrow} x'\) iff \(k \rightarrow x' \cdot \tau_x k'\) and \(\mu(k') \neq \mu(k)\)
3. \(k \overset{x_1, \ldots, x_n}{\rightarrow} k'\) iff \(k \rightarrow x_1 \cdot x_2 \cdot \ldots \cdot x_n k'\)

The relation \(\overset{x}{\rightarrow}\) stands for any sequence of silent reductions \(\overset{x}{\rightarrow}\) means that the environment knowledge is modified (increased) exactly once, by the process \(x\), during the reduction. Notation \(\overset{x_1, \ldots, x_n}{\rightarrow}\) is only syntactic sugar: intuitively, the sequence \(\{x_1, \ldots, x_n\}\) represents the order in which the processes bring new information to the environment.

**Remark 4.1 (An output can hide behind another ... ).**

If \(k \rightarrow k'\) then there exists a sequence \(\{x_1, \ldots, x_n\}\) such that \(k \overset{x_1, \ldots, x_n}{\rightarrow} k'\). It should be noted that the set of sequences \(s\) satisfying \(k \overset{s}{\rightarrow} k'\) is not related...
to Mazurkiewicz traces\(^1\); as an example, if \( k = (\!A.P_1 \mid \!(A,B).P_2, \{B\}) \) and
\( k' = (P_1 \mid P_2, \{A,B,\langle A,B\rangle\}) \), both the sequences \( \{1\} \) and \( \{2\} \) satisfy \( k \overset{s}{\rightarrow} k' \)
(after the output from either one of the processes, an output from the other one
will not bring any new information to the environment).

**Definition 4.3 (Eager reduction).**

We define \( \hookrightarrow_x \), a step of eager reduction on the process \( x \), as:

\[
k \hookrightarrow_x k' \iff k \xrightarrow{\tau} \cdot x k' \text{ and } \mu(k') \neq \mu(k)
\]

The eager reduction relation \( \hookrightarrow \) is then defined by \( \hookrightarrow = \bigcup_x \hookrightarrow_x \).

By extension, we will write \( k \hookrightarrow_{x_1,\ldots,x_n} k' \) whenever \( k \hookrightarrow_{x_1} \hookrightarrow_{x_2} \cdots \hookrightarrow_{x_n} k' \).

Thus, during a step of eager reduction, we reduce only some process \( x \) of the
configuration until it increases the environment knowledge or reaches error: this
formal definition is the one corresponding to rule (1) of our scheduler.

By using Lemma 4.1, we can establish the following theorem on eager reduction
(the proof can be found in Appendix C):

**Theorem 4.1.**

1. \( k \xrightarrow{x_1,\ldots,x_n} k' \neq \text{err} \Rightarrow k \hookrightarrow_{x_1,\ldots,x_n} \overset{\tau}{\rightarrow} k' \)
2. \( k \xrightarrow{err} \Rightarrow k \hookrightarrow_{x_1,\ldots,x_n} \text{err} \)

We can now state the soundness and completeness of the eager reduction:

**Theorem 4.2.**

\( k \xrightarrow{\ast} \text{err} \iff k \hookrightarrow_{\ast} \text{err} \)

**Proof.** Completeness follows from Theorem 4.1(2): if \( k \xrightarrow{\text{err}} \), then there exists
\( \{x_1,\ldots,x_n\} \) such that \( k \xrightarrow{x_1,\ldots,x_n} \text{err} \), and thus \( k \hookrightarrow_{x_1,\ldots,x_n} \text{err} \), which means
\( k \hookrightarrow_{\ast} \text{err} \). Soundness comes trivially from \( \hookrightarrow \subseteq \xrightarrow{\ast} \).

\( \square \)

## 5 Characteristics and Minimal Traces

In this section we will show how it is possible to avoid the full exploration of all
eager traces by exploiting some information on the past of a trace. It is namely
possible, by monitoring the values taken in input, to detect, at the end of its
execution, that some step of reduction could have occurred earlier in the trace;
by using a suitable order on traces (Definition 5.2), we will show that we can
cut this branch of the search space whenever we detect that the current trace
cannot be a minimal one.

In all this section, we consider an initial configuration \( k \) such that \( k \xrightarrow{\ast} \text{err} \)
and we will show the existence of a reduction sequence from \( k \) to \text{err} verifying
some particular properties.

---

\( ^1 \) We recall that two words/traces are Mazurkiewicz-equivalent iff they can be obtained
by permutations of independent letters/transitions.
5.1 Definitions

Definition 5.1 (Traces and characteristics).

An eager trace from \( k \) to \( k' \) is a sequence \( k \leftarrow k_1 \leftarrow \ldots \leftarrow k' \).

We will denote \( k \rightarrow_{pm} k' \) whenever \( k \rightarrow_p \ldots \rightarrow_p k' \) with \( m \) eager steps.

Any eager trace can be uniquely written as:

\[
k \rightarrow_{p_1^{m_1}, \ldots, p_n^{m_n}} k' \quad \text{with} \quad \forall i \; p_i \neq p_{i+1} \; \text{and} \; m_i > 0 \ .
\]

The characteristic of this trace is then defined by the tuple \((p_1^{m_1}, \ldots, p_n^{m_n})\).

In the following, we will often write "trace" as a shortcut for "eager trace".

We now introduce a way to compare the traces characteristics:

Definition 5.2 (Partial order on characteristics).

The relation \( \prec \) is defined as:

\[
(p_1^{m_1}, \ldots, p_n^{m_n}) \prec (p'_1^{m'_1}, \ldots, p'_n^{m'_n})
\]

iff \( \exists i \in \{1, \ldots, \min(n, n')\} \) \( \{ \forall j < i \; (p_j, m_j) = (p'_j, m'_j) \}
\]

\( p_i < p'_i \vee (p_i = p'_i \; \text{and} \; m_i > m'_i) \)

Example 5.1. If \( a < b < c \), then \((a^2, b^1, c^2) \prec (a^3, c^2) \prec (a^3, c^1, b^7)\).

The introduction of this particular relation could appear counter-intuitive, due to condition \( m_i > m'_i \ldots \) The informal explanation is the following: the purpose of this order is to set minimal the traces for which stopping the reduction on some process implies that the next reduction on this process must necessarily depend on what happened "in-between". Then, if \( k \rightarrow_a \rightarrow_{a} \rightarrow_b k' \) and \( k \rightarrow_a \rightarrow_{b} \rightarrow_a k' \), the first sequence will have a smaller characteristic than the second one (and should ideally be favoured by our scheduler).

It should be noted that our relation makes use of an arbitrary order on the processes – their number – that corresponds in fact to the "nice levels" of our informal scheduler description.

Lemma 5.1. \( \prec \) is a partial order.

Remark 5.1. In fact, two characteristics are always comparable unless one is the prefix of the other.

The following lemma will allow us to establish the existence of minimal traces leading to error:

Lemma 5.2. The set of all characteristics associated to some non-empty set of traces from the same initial configuration admits some minimal elements.

Proof. Although \( \prec \) is not well founded this property simply holds because there is only a finite number of possible characteristics for all the traces starting from a given initial configuration \( k \) (namely if \( W \) is the total number of output instructions contained in \( k \), any eager trace will be at most of length \( W + 1 \)). \( \square \)

Definition 5.3 (Minimal traces).

We consider the set of all characteristics associated to all traces from \( k \) to \( \text{err} \): this set admits minimal elements, and any trace from \( k \) to \( \text{err} \) whose characteristic is minimal will be called minimal.

As a consequence, finding criteria for non-minimal traces will allow us to avoid the full exploration of all traces by the scheduler.
5.2 Criteria for Non-minimal Traces

In this section, we will develop a characterisation of some non-minimal traces, based on the observation of the values taken by the input variables of the processes. This will require a new notation:

Definition 5.4. Let \( X \) be a set of terms. We denote:

\[
(\tilde{\lambda} x.P,T) \xrightarrow{? x} ([t/x]P,T) \text{ iff } t \in S(A(T)) \cap X
\]

By extension, we will also denote \( k \xrightarrow{\tilde{\lambda} x} k' \) when all the input values in the reduction from \( k \) to \( k' \) are included in the set \( X \).

The following – crucial – lemma is proven in Appendix D:

Lemma 5.3 (Eager commutation).

If \( i \neq j, X \subseteq \mu(k) \) and \( k \xrightarrow{i} \xrightarrow{\tilde{\lambda} x} \xrightarrow{j} \xrightarrow{+} \text{err} \), then \( k \xrightarrow{\tilde{\lambda} x} \xrightarrow{+} \text{err} \).

We can now state our fundamental theorem, that gives two sufficient conditions for the non-minimality of a trace:

Theorem 5.1 (Non-minimality). Any trace \( k_1 \xrightarrow{p_1 m_1} \cdots \xrightarrow{p_n m_n} \text{err} \) containing a sub-trace of one of the following forms is not minimal (we denote \( X_i \equiv \mu(k_i) \)):

1. \( k_i \xrightarrow{p_i m_i} k_{i+1} \cdots \xrightarrow{p_j m_j} \xrightarrow{? x} p k' \neq \text{err} \)
   \( p = p_i, p \notin \{p_{i+1}, \ldots, p_j\} \)

2. \( k_i \xrightarrow{p_i m_i} \cdots \xrightarrow{p_j m_j} \xrightarrow{? x} p k' \neq \text{err} \)
   \( p < p_i, p \notin \{p_i, \ldots, p_j\} \)

Proof.

1. By iterating Lemma 5.3, we show \( k_i \xrightarrow{p_i m_i} \xrightarrow{+} \text{err} \). Therefore there exists some trace of characteristic \( (p_1 m_1, \ldots, p_i m_i+q, \ldots) \) leading to error, with \( q \geq 1 \). However, by definition of \( \prec \) we have \( (p_1 m_1, \ldots, p_i m_i+q, \ldots) \prec (p_1 m_1, \ldots, p_i m_i, \ldots) \), thus the non-minimality of our initial trace.

2. By iterating Lemma 5.3, we get \( k_i \xrightarrow{p} \xrightarrow{+} \text{err} \). If \( i > 1 \) and \( p = p_{i-1} \), we are back to the previous case, else there exists some trace with characteristic \( (p_1 m_1, \ldots, p_{i-1} m_{i-1}, p^q, \ldots) \) leading to error, with \( q \geq 1 \). As \( p < p_i \), we have \( (p_1 m_1, \ldots, p^q, \ldots) \prec (p_1 m_1, \ldots, p_i m_i, \ldots) \), and our initial trace is not minimal.
5.3 Configurations with History

Theorem 5.1 shows that by having the relevant information on the past of the current trace, our scheduler could easily detect – and discard – non-minimal traces. We will therefore enrich configurations with a third component, the _history_, which will be a list of triple; for each reduction sequence on one process, we will indeed record the process number, the current environment just at the beginning of the reduction on this process, and the list of all the values that were read during the sequence. Formally, we write: \( \mathcal{H} = (p_0, T_0, X_0) : \cdots : (p_n, T_n, X_n) \), where each \( p_i \) is a process number, \( T_i \) an environment and \( X_i \) a set of terms.

We define a function \( \text{append}_H \) for updating a history as follows:

**Definition 5.5.** If \( \mathcal{H} = (p_0, T_0, X_0) : \cdots : (p_n, T_n, X_n) \), then:

- if \( p = p_n \), \( \text{append}_H(\mathcal{H}, p, T, X) = (p_0, T_0, X_0) : \cdots : (p_n, T_n, X_n \cup X) \)
- if \( p \neq p_n \), \( \text{append}_H(\mathcal{H}, p, T, X) = (p_0, T_0, X_0) : \cdots : (p_n, T_n, X_n) : (p, T, X) \).

Reduction rules are then modified to integrate a history:

- the input rule becomes:
  \[
  (\?x.P \mid P', T, \mathcal{H}) \rightarrow_i ([t/x]P \mid P', T, \mathcal{H}') \text{ if } \begin{cases} t \in S(A(T)) \\ \mathcal{H}' = \text{append}_H(\mathcal{H}, i, T, \{t\}) \end{cases}
  \]
- for all the other rules, if \( (P, T) \rightarrow_i (P', T') \) then:
  \[
  (P, T, \mathcal{H}) \rightarrow_i (P', T', \mathcal{H}') \text{ if } \mathcal{H}' = \text{append}_H(\mathcal{H}, i, T, \emptyset) \cdot
  \]

Put in other words, each time the scheduler will choose a new process for reduction, it will start a new section of the history and record the current environment; this section will then be updated with all the values that are read by this process during its execution/reduction.

We can now state our final theorem, giving the two conditions that will be checked, after each eager step, by the scheduler in order to discard non-minimal traces:

**Theorem 5.2 (Non-minimal history).** We consider a trace \( k \leftrightarrow^+ k' \neq \text{err} \) such that the history \( \mathcal{H}(k') = (p_0, T_0, X_0) : \cdots : (p_n, T_n, X_n) \) satisfies one of the following properties:

\[
(1) \exists i < n. \begin{cases} p_i = p_n \\ p_n \notin \{p_{i+1}, \ldots, p_{n-1}\} \\ X_n \subseteq \mu(T_{i+1}) \end{cases}
\]

\[
(2) \exists i < n. \begin{cases} p_i > p_n \\ p_n \notin \{p_{i+1}, \ldots, p_{n-1}\} \\ X_n \subseteq \mu(T_i) \end{cases}
\]

Then this trace cannot be the prefix of a minimal one.

**Proof.** \( \mathcal{H}(k') \) verifies either (1) or (2) and therefore the eager reduction to \( k' \) will verify the corresponding condition from Theorem 5.1. As a consequence, any trace having the one to \( k' \) as a prefix cannot be a minimal one.
6 Experimental Results

We have implemented our history-based reduction procedure in our verifier, TRUST. Figure 2 gives some times for the full analysis of some typical protocols: the measures were taken on an Athlon XP 1800, and all times are in seconds (the time spent by the verifier is roughly proportional to the number of basic reduction steps that are done). For each protocol, we detail the number of roles involved and give the times to do a full search depending on the number of parallel – interleaved – sessions\(^2\). \(T_0\) is the time when the usual reduction method is applied (i.e. the scheduler reduces each process until it emits an output); \(T_{\text{Eager}}\) is the time for the eager reduction procedure alone; \(T_{\text{Min}}\) is the time without eager reduction, but using the history to detect non-minimal traces; then \(T_{\text{Eager}+\text{min}}\) is the time for the full reduction procedure presented in this paper. As can be seen in the figure, our reduction method reveals itself quite effective in practice: sometimes a reduction factor of 60 is gained, and we did not encounter any case where the added checks (for non-minimality) made history-dependent scheduling slower.

<table>
<thead>
<tr>
<th>Protocol</th>
<th># roles</th>
<th># sessions</th>
<th>(T_0)</th>
<th>(T_{\text{Eager}})</th>
<th>(T_{\text{Min}})</th>
<th>(T_{\text{Eager}+\text{Min}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Needham-Schroeder-Lowe</td>
<td>2</td>
<td>3</td>
<td>50</td>
<td>6.80</td>
<td>1.18</td>
<td>0.59</td>
</tr>
<tr>
<td>Needham-Schroeder-Lowe(^3)</td>
<td>2</td>
<td>4</td>
<td>?</td>
<td>2034</td>
<td>99</td>
<td>41</td>
</tr>
<tr>
<td>Needham-Schroeder-Lowe(^3)</td>
<td>3</td>
<td>2</td>
<td>277</td>
<td>2.38</td>
<td>1.04</td>
<td>0.16</td>
</tr>
<tr>
<td>Needham-Schroeder-Lowe(^3)</td>
<td>3</td>
<td>3</td>
<td>?</td>
<td>963</td>
<td>163</td>
<td>8.46</td>
</tr>
<tr>
<td>Otway-Rees</td>
<td>3</td>
<td>2</td>
<td>0.75</td>
<td>0.32</td>
<td>0.28</td>
<td>0.14</td>
</tr>
<tr>
<td>Carlsen</td>
<td>3</td>
<td>3</td>
<td>5879</td>
<td>722</td>
<td>497</td>
<td>98</td>
</tr>
<tr>
<td>Kerberos v5</td>
<td>4</td>
<td>2</td>
<td>5.40</td>
<td>4.11</td>
<td>2.31</td>
<td>1.93</td>
</tr>
</tbody>
</table>

Fig. 2. Times for the analysis of various protocols (in seconds).

7 Conclusion

In this paper we have presented history-dependent scheduling, a new reduction method for cryptographic protocols that is based on the monitoring of the inputs/outputs performed by the processes during the reduction. This method relies on the two following techniques:

\(^2\) A question mark instead of the time means that we were not "patient" enough to wait for the end of the verification procedure.

\(^3\) This is the seven-message version of the protocol, making use of 3 key servers in parallel.
– Eager reduction, that was already presented in [10], is a natural big-step semantics based on the outputs of the different processes.
– Detection of non-minimal traces, through the use of a history of the current reduction sequence, allows to stop the exploration of some traces and is based on very simple criteria on the inputs of the processes.

As far as related work is concerned, our technique seems to share some common grounds with the one developed independently in [3], in that both methods somehow aim at reducing the search space by verifying/maintaining additional constraints on the input values; however, differences between the formalisms make the comparison a non-trivial task, that we have to leave as a future work.

It should be noted that we have only defined and proved here our method on the ground reduction system; this method can be adapted in a straightforward manner to the symbolic system, and the same non-minimality conditions are then checked at the symbolic level (although we should mention that the proof of completeness for the symbolic case becomes more complex, due to some slight differences between the symbolic eager reduction and the ground one).

As practical experiments show, history-dependent scheduling can be quite effective in practice – and in all our tests never induces any slowdown. We expect that the ideas behind this method are general enough to be applied to other verification systems, and also stress the fact that this technique is, by its nature, especially well suited for verification in a depth-first setting.
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A Specifying Security Properties through Assertions

We take as an example the following 3 message version of the Needham-Schroeder Public Key protocol:

\[
A \rightarrow B : \{na, A\}_{Pub(B)} \\
B \rightarrow A : \{na', nb\}_{Pub(A)} \\
A \rightarrow B : \{nb\}_{Pub(B)}
\]

In our framework, the protocol can be modeled as follows:

\[
Init(myid, resp) : \text{fresh } na.
\]
\[
!E(⟨na, myid⟩, Pub(resp)).
\]
\[
?e. (na', nb) \leftarrow \text{dec}(e, Priv(myid)). [na' = na].
\]
\[
!E(na, Pub(resp)).
\]
\[
\text{assert}(\text{secret}(nb) \land \text{auth}(resp, myid, na, nb)). 0
\]

\[
Resp(myid, init) : \text{?e. } (na, a) \leftarrow \text{dec}(e, Priv(myid)). [a = init].
\]
\[
\text{fresh } nb.
\]
\[
!\text{auth}(myid, init, na, nb) E(⟨na, nb⟩, Pub(init)).
\]
\[
?e'. [e' = E(na, Pub(myid))].
\]
\[
0
\]

The assertion “auth(msg)” is a shortcut for “known(E(msg, Kauth))”, and instruction “!auth(msg)t” is some syntactic sugar for “!(E(msg, Kauth), t)”.

In this example, the initiator specifies that at the end of its run of the protocol the nonce nb must be secret, and expects an agreement with some responder on the nonces na and nb.

B Proof of Lemma 4.1

(1) We have \( k \xrightarrow{r_i} k' \rightarrow_j \text{ err.} \) The reduction on \( j \) is a false assertion, and as we have \( \mu(k) = \mu(k') \) and as the truth value of an assertion only depends on the environment knowledge, the same assertion will also evaluate to false in the configuration \( k \).

(2) We have \( k_1 \xrightarrow{r_i} k_2 \xrightarrow{r_j} k_3 \) (\( k_1 = k \) and \( k_3 = k' \)). The proof is done by basic case analysis on the rules \( r_1 \) and \( r_2 \). All rules but (?) (a) and (!) do not depend at all from the environment nor modify, it and thus the result holds whenever \( \rightarrow_i \notin \{(a), (?), (!)\} \) or \( \rightarrow_j \notin \{(a), (?), (!)\} \). Commutation when \( r_1 = (a) \) or \( r_2 = (a) \) is always possible, given the fact that a process may choose not to evaluate an assertion. There remains only 4 cases:

1. \( k_1 \xrightarrow{?_i} k_2 \xrightarrow{?_j} k_3 \)
2. \( k_1 \xrightarrow{!_i} k_2 \xrightarrow{!_j} k_3 \)
3. \( k_1 \xrightarrow{?_i} k_2 \xrightarrow{!_j} k_3 \)
4. \( k_1 \xrightarrow{!_i} k_2 \xrightarrow{?_j} k_3 \)
Cases (1), (2) and (3) are straightforward\(^4\). Case (4) is the interesting one (and the one where our eager reduction procedure will take advantage): namely we can perform the input rule first and then reach \(k_3\) after an output from the process number \(i\), due to the fact that the input rule only depends on the knowledge \(\mu(k_2)\), which is the same as \(\mu(k_1)\) since \(k_1 \xrightarrow{\tau} k_2\). \(\Box\)

### C  Proof of Theorem 4.1

We simultaneously prove (1) and (2) by induction on \(n\).

**Case** \((n = 1)\). We have to establish:

1. \(k \xrightarrow{x} k' \neq \text{err} \Rightarrow k \xleftrightarrow{x} \cdot \xrightarrow{\tau} k'\)
2. \(k \xrightarrow{x} \text{err} \Rightarrow k \xleftrightarrow{x} \text{err}\)

Both properties are easily shown by iterating Lemma 4.1 in order to move all reductions on the process \(x\) at the beginning of the reduction sequence.

**Case** \((n > 1)\). By induction:

1. \(k \xrightarrow{x_1, \ldots, x_n} k'\) implies \(k \xrightarrow{x_1, \ldots, x_{n-1}} k'' \xrightarrow{x_n} k'\) and by induction hypothesis we know that:
   \[
   \exists k_{n-1}. \ k \xleftrightarrow{x_1, \ldots, x_{n-1}} k_{n-1} \xrightarrow{\tau} k'' .
   \]
   
   Then \(k_{n-1} \xrightarrow{\tau} k'' \xrightarrow{x_n} k',\) which means \(k_{n-1} \xrightarrow{x_n} k',\) and by the result for case \(n = 1\) we can deduce \(\exists k_n. \ k_{n-1} \xleftrightarrow{x_n} k_n \xrightarrow{\tau} k'.\)

2. We have \(k \xrightarrow{x_1, \ldots, x_{n-1}} k' \xrightarrow{x_n} \text{err}\) and by induction hypothesis:
   \[
   \exists k''. \ k \xleftrightarrow{x_1, \ldots, x_{n-1}} k'' \xrightarrow{\tau} k' \xrightarrow{x_n} \text{err} .
   \]
   
   Then \(k'' \xrightarrow{x_n} \text{err}\) and thus, by the result for case \(n = 1, k'' \xleftrightarrow{x_n} \text{err}\), which ends the proof. \(\Box\)

### D  Proof of Lemma 5.3

First, we will extend Lemma 4.1 with the two following properties \((i \neq j)\):

1. If \(k \xrightarrow{i} \cdot \xrightarrow{\tau} S_j \ k'\) and \(X \subseteq \mu(k)\) then \(k \xrightarrow{\tau} S_j \cdot \xrightarrow{i} k'\)
2. If \(k \xrightarrow{i} k_1 \xrightarrow{j} k'\) and \(\mu(k_1) \neq \mu(k')\) then \(\exists k_2. \ k \xrightarrow{j} k_2 \xrightarrow{i} k' \land \mu(k) \neq \mu(k_2)\)

By iterated application of (1), (2) and Lemma 4.1, we can now move the reduction steps on the process \(j\) at the beginning of the sequence and get:

\[
\exists (k', k''). \ k \xrightarrow{\tau} j \ x \rightarrow j k'' \xrightarrow{i} \cdot \xrightarrow{\tau} \text{err} \land \mu(k') \neq \mu(k'').
\]

As \(\mu(k') \neq \mu(k'')\), \(k \xrightarrow{\tau} j\ k' \xrightarrow{j} k''\) implies \(\exists q \geq 1. \ k \xrightarrow{j} q \text{err}\). On the other hand, we know by the completeness of eager reduction that \(k'' \xrightarrow{i} \text{err}\). Therefore \(k \xrightarrow{\tau} j \xrightarrow{i} \text{err}\), which implies \(k \xrightarrow{\tau} j \xrightarrow{i} \text{err}\). \(\Box\)

\(^4\) It should be noted that (3) is “folklore” and used very broadly in the literature; we can summarize it as: “if we have in a parallel one process doing an input and another one an output, the output can always be done first without any loss”. 
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Abstract. Typed Assembly Languages (TALs) can be used to validate the safety of assembly-language programs. However, typing rules are usually trusted as axioms. In this paper, we show how to build semantic models for typing judgments in TALs based on an induction technique, so that both the type-safety theorem and the typing rules can be proved as lemmas in a simple logic. We demonstrate this technique by giving a complete model to a sample TAL. This model allows a typing derivation to be interpreted as a machine-checkable safety proof at the machine level.

1 Overview

Safety properties of machine code are of growing concern in both industry and academia. If machine code is compiled from a safe source language, compiler verification can ensure the safety of the machine code. However, it is generally prohibitive to do verification on an industrial-strength compiler due to its size and complexity. In this paper, we do validation directly on machine code. Necula introduced Proof-Carrying Code (PCC) [1], where a low-level code producer supplies a safety proof along with the code to the consumer. He used types to specify loop invariants and limited the scope of the proof to type safety. Typed Assembly Language (TAL) [2] by Morrisett et al. refined PCC by proposing a full-fledged low-level type system and a type-preserving compiler that can automatically generate type annotations as well as the low-level code. Once an assembly-language program with type annotations is type checked, the code consumer is assured of type safety.

Take a typing rule from the Cornell TAL [2],

\[ \Psi; \Delta; \Gamma \vdash r : \forall[\cdot].\Gamma' \quad \Delta \vdash \Gamma \leq \Gamma' \]

\[ \Psi; \Delta; \Gamma \vdash \text{jmp } r \]

which means that a “jump to register \( r \)” instruction type-checks if the value in \( r \) is a code pointer with precondition \( \Gamma' \), and the current type environment \( \Gamma \) is a subtype of \( \Gamma' \). This rule is intuitively “correct” based on the semantics of the jump instruction. (In this paper we won’t be concerned with \( \Psi, \Delta, \) etc. of the Cornell TAL; we show this rule just to illustrate the complexity of that system’s trusted axioms.)

⋆ This research was supported in part by DARPA award F30602-99-1-0519 and by NSF grant CCR-0208601.
In the Cornell TAL system and its variant [3], such typing rules are accepted as axioms. They are a part of the Trusted Computing Base (TCB). However, low-level type systems tend to be complex because of intricate machine semantics. Any misunderstanding of the semantics could lead to errors in the type system. League et al. [4] found an unsound proof rule in the SpecialJ [5] type system. In the process of refining our own TAL [6], we routinely find and fix bugs that can lead to unsoundness.

In systems that link trusted to untrusted machine code, errors in the TCB can be exploited by malicious code. A more foundational approach is to move the entire type system out of the TCB by proving the typing rules as lemmas, instead of trusting them as axioms; also by verifying the type-safety theorem: type checking of code implies the safety policy, or the slogan—well-typed programs do not go wrong.

1.1 A Foundational Approach

In the type-theory community, there is a long tradition of giving denotational semantics [7] to types and proving typing rules as lemmas. Appel and Felty [8] applied this idea to PCC and gave a semantic model to types and machine instructions in higher-order logic. In the following years, semantic models of types have been extended to include recursive types [9] and mutable references [10]. With these models, it is possible to reason locally about types and operations on values, but unfortunately no model has been provided to typing judgments such as \( \Psi; \Delta; \Gamma \vdash \text{jmp } r \) and no method is provided to construct the safety proof for an entire program.

The main contribution of this paper is to use a good set of abstractions to give models to judgments so that both typing rules and the type-safety theorem can be mechanically verified in a theorem-proving system. Our approach is truly foundational in that only axioms in higher-order logic and the operational semantics of instructions need to be trusted; it has a minimal trusted base. Our approach can be viewed as a way to map a typing derivation to a machine-checkable safety proof at the machine level, because each application of a typing rule in the typing derivation can be seen as the use of a (proved) lemma.

1.2 Model of TALs

In this section, we give an informal overview of our model of a typed assembly language, particularly an induction technique to prove program safety. We will not refer to any specific TAL in this section.

A TAL program consists of two parts: code and type annotations. As an example, the following code snippet has a number of basic blocks; each one is given a label (like \( l_0 \)) and is composed of a sequence of instructions. Each basic block has an associated type annotation (like \( \phi_0 \)) that is the basic block’s precondition.

\[
\begin{align*}
\phi_0 & \quad l_0 : \text{add } 1, 1, 2 \\
& \quad \text{jmp } l_3 \\
\phi_1 & \quad l_1 : \text{ld } 2, 3 \\
& \quad \ldots \\
\phi_m & \quad l_m : \ldots
\end{align*}
\]
Type annotations are generated by a type-preserving compiler from source language types. They serve as a specification (types as specifications). For instance, if $\phi_0$ is \{r_1 : \text{int}\} $\cap$ \{r_2 : \text{box(int)}\}, it expresses that register one is of type integer and register two is a pointer to an integer.

Since we need to show the type-safety theorem, the first ingredient is to define what the safety of code means. Following the standard practice in type theory, we define code is safe if it will not get stuck before it naturally stops. Note the trick here is to define the machine’s operational semantics in such a way that the machine will get stuck if it violates the safety policy (see Section 2). To simplify the presentation, we treat only nonterminating programs that do not stop naturally.\(^1\)

We first informally explore how to prove a TAL program is safe. We define “a label $l$ in a state is safe for $k$ steps” to mean that when the control of the state is at $l$, the state can run for $k$ steps. The goal then is to prove that if entry condition $\phi_0$ holds, label $l_0$ is safe for $k$ steps for any natural number $k$. A natural thought is to show it by induction over $k$. The base case ($k = 0$) is trivial; the inductive case is to show label $l_0$ is safe for $k + 1$ steps given that it is safe for $k$ steps. But at this moment we have no idea in which state the code will be after $k$ steps, so we cannot prove that the state can go ahead one more step.

The solution is to do induction simultaneously over all labels, i.e. prove each label $l_i$ is safe for $k + 1$ steps with respect to its precondition $\phi_i$, assuming all labels $l_j$ are safe for $k$ steps with respect to $\phi_j$. Let us take label $l_0$ in the example to see why this new induction works. Basic block $l_0$ has length two, and ends with a jump to label $l_3$, which has been assumed to be safe for $k$ steps, provided that precondition $\phi_3$ is met. Suppose by inspecting the two instructions in block $l_0$, we have concluded that $l_0$ is safe for two steps and after two steps $\phi_3$ will be true. Combined with the assumed $k$-step safety of label $l_3$, label $l_0$ is safe for $k + 2$ steps, which implies that it is safe for $k + 1$ steps.

In this proof method, we still need to inspect each instruction in every block. For example, in block $l_0$, we check if the precondition $\phi_0$ is enough to certify the safety of its two instructions and if $\phi_3$ will be met after their execution. What we have described essentially is a proof method to combine small proofs about instructions into a proof about the safety of the whole program. In the rest of this section, we informally give models to typing judgments based on this technique. Before that, we first motivate what kind of typing judgments a TAL would usually have.

To type check a TAL program, the type system must have a wellformedness judgment for programs. Since a TAL program is composed of basic blocks, the wellformedness judgment for programs requires another judgment, a wellformedness judgment for basic blocks. Similarly, the type system should also have a wellformedness judgment for instructions.

The model of the wellformedness judgment for programs can be that all labels are safe with respect to their preconditions. In the following sections, we will develop abstractions so that this model can be written down in a succinct subtyping formula: $\Delta(C) \subset \Gamma$. The model of wellformedness of a basic block can be that this particular

\(^1\) Every program can be transformed into this form by giving it a continuation at the beginning and letting the last instruction be a jump to this continuation. The continuation could return to the operating system, for example.
basic block is safe for \( k + 1 \) steps assuming all the other basic blocks are safe for \( k \) steps. Based on the induction technique and this model, we can prove the typing rule that concludes the wellformedness of a program from the wellformedness of basic blocks. The model of wellformedness of instructions is similar to the one of basic blocks and we do not go into details at this stage.

In Section 2, we present the model of a RISC architecture (Sparc) and formally define the safety of code based on a particular safety policy (memory safety); Section 3 shows the syntax of a sample TAL; Section 4 shows an indexed model of types and its intuition. The material in these three sections has been described by other papers [11,6, 9] as part of the foundational PCC project; we briefly sketch them to set up a framework within which our proof method can be formally presented in section 5.

2 Safety Specification

Our machine model consists of a set of formulas in higher-order logic that specify the decoding and operational semantics of instructions. Our safety policy specifies which addresses may be loaded and stored by the program (memory safety) and defines what the safety of code means. Our machine model and safety policy are trusted and are small enough to be “verifiable by inspection”. A machine state \((r,m)\) consists of a register bank \(r\) and a memory \(m\), which are modeled as functions from numbers to contents (also numbers). A machine instruction is modeled by a relation between machine states \((r,m)\) and \((r',m')\) [11]. For example, a load instruction \((\text{ld})\) is specified by\(^2\)

\[
\text{ld} \ s, d \equiv \lambda r, m, r', m'. r'(d) = m(r(s)) \land (\forall x \neq d. r'(x) = r(x)) \land m' = m \land \text{readable}(r(s))
\]

The machine operational semantics is modeled by a step relation \(\Rightarrow\) that steps from one state \((r,m)\) to another state \((r',m')\) [11], where the state \((r',m')\) is the result of first decoding the current machine instruction, incrementing the program counter and then executing the machine instruction.

The important property of our step relation is that it is deliberately partial: it omits any step that would be illegal under the safety policy. For example, suppose in some state \((r,m)\) the program counter points to a \(\text{ld}\) instruction that would, if executed, load from an address that is unreadable according to the safety policy. Then, since our \(\text{ld}\) instruction requires that the address must be readable, there will not exist \((r',m')\) such that \((r,m) \Rightarrow (r',m')\).

The mixing of machine semantics and safety policy is to follow the standard practice in type theory so that we can get a clean and uniform definition of code safety. For instance, we can define that a state is safe if it cannot lead to a stuck state.

\[
\text{safe}(r,m) \equiv \forall r', m'. (r,m) \Rightarrow^* (r',m') \Rightarrow \exists r'', m''. (r',m') \Rightarrow (r'',m'')
\]

where \(\Rightarrow^*\) denotes zero or more steps.

\(^2\) Our step relation first increments \(pc\), then executes an instruction. Thus, the semantics of \(\text{ld}\) does not include the semantics of incrementing the \(pc\).
To show \( \text{safe}(r, m) \), it suffices to prove that the state is “safe for \( n \) steps,” for any natural number \( n \).

\[ \text{safe}_n(n, r, m) \equiv \forall r', m'. \forall j < n. (r, m) \rightarrow^j (r', m') \Rightarrow \exists r'', m''. (r', m') \rightarrow (r'', m'') \]

where \( \rightarrow^j \) denotes \( j \) steps being taken.

An assembly-language program \( C \) is a list of assembly instructions. For example,

\[ C = \text{add } r_1, r_1, r_2; \text{ jmp } l_3; \text{ ld } [r_2], r_3; \ldots \]

We use predicate \( \text{prog\_loaded}(m, C) \) to mean that code \( C \) is loaded in memory \( m \):

\[ \text{prog\_loaded}(m, C) \equiv \forall 0 \leq k < |C|. \text{ decode}(m(4k), C_k) \]

where \( |C| \) is the length of the list; predicate \( \text{decode}(x, C_k) \) means that word \( x \) is decoded into instruction \( C_k \) (the \( k \)-th instruction in \( C \)). In this paper, we assume code \( C \) is always loaded at start address 0 and thus the \( k \)-th instruction will be at address \( 4k \) in the memory (Sparc instructions are four bytes long).

We define that an assembly program \( C \) is safe if any initial state \((r, m)\) satisfying the following is a safe state: code \( C \) is loaded inside \( m \); the program counter initially points to address 0; when the program begins executing, entry condition \( \phi_0 \) holds on the state \((r, m)\).

\[ \text{safe\_code}(C) \equiv \forall r, m. (\text{prog\_loaded}(m, C) \land r(pc) = 0 \land (r, m) : \phi_0) \Rightarrow \text{safe}(r, m) \]

### 3 Typed Assembly Language

In this section, we introduce a typed assembly language. We will show here a small subset of our actual implementation. Our full language has hundreds of operators and rules, as necessary for production-scale safety checking of real software (so it’s a good thing that our full soundness proof is machine-checkable).

#### 3.1 Syntax

Figure 1 shows our TAL syntax. A TAL program consists of assembly program \( C \) and type annotation \( \Gamma \). Assembly program \( C \) is a sequence of assembly instructions, which include addition (\text{add}), load (\text{ld}) and branch always (\text{ba}). Type annotation \( \Gamma \) takes the form of a label environment, which summarizes the preconditions of all the labels of the program. Our TAL has 32 registers, and labels are divisible by 4.

---

3 In our implementation, the initial condition \( \phi_0 \) is simple enough to be described directly in our underlying logic so that semantic model of types is not a part of the specification of the safety theorem; it is contained entirely within the proof of the theorem.

4 Since our sample TAL cannot deal with delay slots, the \text{ba} instruction is really a \text{ba} followed by a \text{nop} in Sparc.
There are three kinds of judgments in our type system:

- **Program** judgment $\vdash_p C : \Gamma$ means that assembly program $C$ is wellformed with respect to type annotation $\Gamma$.

- **Block** judgment $\vdash_b \Gamma; l C : \Gamma'$ means that assembly program $C$, starting at address $l$, is wellformed with respect to $\Gamma'$, assuming the global label-environment $\Gamma$. Environment $\Gamma$ provides preconditions of labels to which $C$ might jump; Environment $\Gamma'$ is the collection of preconditions of labels inside $C$ and is a part of $\Gamma$. Superficially, it seems semantically circular to judge the wellformedness of some labels ($\Gamma'$) by assuming the wellformedness of all labels ($\Gamma$). However, as indicated in the overview section, the model of $\vdash_b$ is that from a weaker assumption about $\Gamma$ (every label inside is safe for $k$ steps), we prove a stronger result about $\Gamma'$ (every label inside is safe for $k + 1$ steps).

- **Instruction** judgment $\vdash_i \Gamma; l \{\phi_1\} i \{\phi_2\}$ means that assembly instruction $i$, at address $l$, is wellformed with respect to precondition $\phi_1$ and postcondition $\phi_2$. As in $\vdash_b$, $\Gamma$ provides label preconditions. The purpose of having location $l$ in the judgment is to be able to compute the destination address for pc-relative jump instructions.

### 3.2 Type Checking

There are three kinds of judgments in our type system:

- **Program** judgment $\vdash_p \Gamma C : \tau$ specifies types of slots in a vector, such as a register bank or the list of program labels. Any vector satisfies environment $\top$, and no vector can satisfy $\bot$. A singleton environment $\{n : \tau\}$ means slot $n$ (e.g., register $n$ or label $n$) has type $\tau$. Intersection type $\phi_1 \cap \phi_2$ can be used to type several slots of a vector, e.g., $\{n_1 : \tau_1\} \cap \{n_2 : \tau_2\}$ specifies that slots $n_1$ and $n_2$ have type $\tau_1$ and $\tau_2$, respectively.

- **Block** judgment $\vdash_b \Gamma l C : \tau$ means that assembly program $C$, starting at address $l$, is wellformed with respect to $\tau$, assuming the global label-environment $\Gamma$. Environment $\Gamma$ provides preconditions of labels to which $C$ might jump; Environment $\Gamma'$ is the collection of preconditions of labels inside $C$ and is a part of $\Gamma$. Superficially, it seems semantically circular to judge the wellformedness of some labels ($\Gamma'$) by assuming the wellformedness of all labels ($\Gamma$). However, as indicated in the overview section, the model of $\vdash_b$ is that from a weaker assumption about $\Gamma$ (every label inside is safe for $k$ steps), we prove a stronger result about $\Gamma'$ (every label inside is safe for $k + 1$ steps).

- **Instruction** judgment $\vdash_i \Gamma l \{\phi_1\} i \{\phi_2\}$ means that assembly instruction $i$, at address $l$, is wellformed with respect to precondition $\phi_1$ and postcondition $\phi_2$. As in $\vdash_b$, $\Gamma$ provides label preconditions. The purpose of having location $l$ in the judgment is to be able to compute the destination address for pc-relative jump instructions.
Typing rules except for instructions are shown in Figure 3. To check that program $C$ is wellformed, the PROG rule will call $\Gamma ; 0 \vdash b : C : \Gamma$, thus recursively call BLOCK_1 and BLOCK_2 rules to check that each basic block in $C$ is wellformed.

Rule BLOCK_1 first looks up precondition $\phi_1$ and postcondition $\phi_2$ in $\Gamma$ for the current block, composed of one instruction $i$; checks the wellformedness of instruction $i$ with respect to $\phi_1$ and $\phi_2$; then checks the rest of the code with respect to $\Gamma'$. Without loss of generality, we assume that each block has exactly one instruction. In rule BLOCK_2, the postcondition of the last instruction $i$ is $\bot$, because the control is not allowed to be beyond the last instruction (an unconditional branch satisfies this postcondition).

$$
\begin{align*}
\Gamma ; 0 \vdash b : C : \Gamma & \quad \text{PROG} \quad \frac{\Gamma(l) = \text{codeptr}(\phi_1) \quad \Gamma(l+4) = \text{codeptr}(\phi_2)}{} \\
\Gamma ; l \vdash \{\phi_1\} i \{\phi_2\} & \quad \frac{\Gamma ; l + 4 \vdash b : C : \Gamma'}{} \quad \text{BLOCK_1}
\end{align*}
$$

$$
\begin{align*}
\Gamma(l) = \text{codeptr}(\phi) & \quad \frac{\Gamma ; l \vdash \{\phi\} i \{\bot\}}{}
\end{align*}
$$

Fig. 3. Syntax: Typing rules (except for instructions)

Figure 4 shows typing rules for instructions. The rule for instruction add requires that the source registers are of type int beforehand and the destination register gets type int afterward. The rule for instruction ba needs to look up the type of the destination label through $\Gamma$ and check the current precondition $\phi$ matches the destination one (A TAL usually has subtyping rules allowing the current precondition to be stronger than the destination one).

$$
\begin{align*}
\phi \subset \{s_1 : \text{int}\} & \quad \phi \subset \{s_2 : \text{int}\} & \quad \phi \subset \{s : \text{box}(\tau)\} & \quad \Gamma(l+d) = \text{codeptr}(\phi) \\
\Gamma ; l \vdash \{\phi\} \text{add} s_1, s_2, d \{\phi[d \mapsto \text{int}]\} & \quad \Gamma ; l \vdash \{\phi\} \text{ld} s, d \{\phi[d \mapsto \tau]\} & \quad \frac{\Gamma(l + d) = \text{codeptr}(\phi)}{}
\end{align*}
$$

Fig. 4. Syntax: Typing rules for instructions

## 4 Indexed Model of Types

In this section, we give a brief description of the indexed model of types, which is introduced in [9] to model general recursive types. Our induction technique in the overview section is also inspired by the intuition behind the indexed model. In the indexed model, a type is a set of indexed values $\{\langle k, m, x \rangle\}$, where $k$ is a natural number (“approximation” index), $m$ is a memory, and $x$ is an integer.
The indexed model of the types and type environments are listed below. For example, type \(\text{int}_{=-}(3)\) would contain all the \(\langle k, m, x \rangle\) such that \(x = 3\). Memory \(m\) is a part of a value \(\langle k, m, x \rangle\) because to express that \(x\) is of type box(\(\tau\)) we need to say that the content in the memory, or \(m(x)\), is related to type \(\tau\).

\[
\text{int} \equiv \{ \langle k, m, x \rangle \mid \text{true} \} \quad \text{int}_{=-}(n) \equiv \{ \langle k, m, x \rangle \mid x = n \}
\]

\[
\text{box}(\phi) \equiv \{ \langle k, m, x \rangle \mid x \in \text{dom}(m) \land \forall j < k. \text{readable}(x) \land \langle j, m, m(x) \rangle \in \tau \}
\]

\[
\text{codeptr}(\phi) \equiv \{ \langle k, m, x \rangle \mid \forall j, r. j < k \land r(\text{pc}) = x \land \langle m, r \rangle : j \phi \Rightarrow \text{safe}_{=\text{u}}(j, r, m) \}
\]

\[
\top_{\phi} \equiv \{ \langle k, m, x \rangle \mid \text{true} \} \quad \bot_{\phi} \equiv \{ \langle k, m, x \rangle \mid \text{false} \}
\]

\[
\{ n : \tau \} \equiv \{ \langle k, m, x \rangle \mid \langle k, m, x_n \rangle \in \tau \}
\]

\[
\phi_1 \cap \phi_2 \equiv \{ \langle k, m, x \rangle \mid \langle k, m, x \rangle \in \phi_1 \land \langle k, m, x \rangle \in \phi_2 \}
\]

\[
\phi[n \mapsto \tau] \equiv \{ \langle k, m, x \rangle \mid \exists y. \langle k, m, x[n \mapsto y] \rangle \in \phi \land \langle k, m, x_n \rangle \in \tau \}
\]

We use \((m, x) : k \tau\) as a syntactic sugar for \(\langle k, m, x \rangle \in \tau\). We write \((m, x) : \tau\) to mean \((m, x) : k \tau\) is true for any \(k\), or \((m, x)\) is a real member of type \(\tau\). Now we explain the purpose of index \(k\) in the model. In general, if \((m, x) : k \tau\), value \((m, x)\) may be a real member of type \(\tau\), or it may be a “fake” member that only \(k\)-approximately belongs to \(\tau\). Any program taking such a “fake” member as an input cannot tell the difference within \(k\) steps.

Let type \(\tau\) be box(box(int)). Suppose \((m, x) : \tau\), then \(x\) is a two-fold pointer and \(m(m(x))\) is of type int. However, suppose we only know that \((m, x) : \text{box}(\text{int})\), then for one step (one dereference), \((m, x)\) safely simulates membership in box(box(int)). In this case, we can say \((m, x) : 1 \text{ box(box(int))}\).

One property of types is that they are closed under decreasing approximations, that is, if \((m, x) : k \tau\) and \(j < k\), then \((m, x) : j \tau\).

Another example to understand the approximation index \(k\) is the type codeptr(\(\phi\)). A real member \((m, l)\) of type codeptr(\(\phi\)) means that if condition \(\phi\) is met, it is safe to jump to location \(l\). Then \((m, l) : k \text{ codeptr}(\phi)\) would mean that it is safe to execute \(k\) steps after jumping to \(l\). Therefore, the definition of codeptr(\(\phi\)) says that for any \(j\) and \(r\) such that \(j\) is less than \(k\), if the control is at location \(l\) and the current state satisfies \(\phi\), the state should be safe for \(j\) steps. In some sense, this definition only guarantees partial safety: safe within \(k\) steps. To show that location \(l\) is a safe location, we have to prove that it belongs to codeptr(\(\phi\)) under any \(k\).

Sometimes we need to judge not only scalar values such as \(\langle k, m, x \rangle\) but also vector values \(\langle k, m, x \rangle\) (a vector is a function from numbers to values). One use is to write \((m, r) : k \phi\), which means that the contents of machine registers satisfy \(\phi\). In this case, \(x\) is the register bank \(r\). Another use of vector types is the label environment id (map \(l\) to \(l\)). For example, \((m, \text{id}) : \{ l : \text{codeptr}(\phi) \}\) means that address \(l\) itself has type codeptr(\(\phi\)).

With the semantic model of types, all the subtyping rules and introduction/elimination rules of types (not shown in the paper) can be proved as lemmas [8,9]. In particular, the codeptr elimination rule CPTR_E is useful for the proof of Theorem 2 in Section 5.3.
5 Semantic Models of Typing Judgments

In this section, we develop models for typing judgments based on the induction technique in Section 1.2. From their models, each of the typing rules is proved as a derived lemma. Finally, the type-safety theorem is also proved as a derived lemma.

5.1 Subtype Induction

Our goal is to provide a proof that code $C$ obeys our safety policy, or a proof of
\[
\text{safe\_code}(C),
\]
which means that any state containing the code $C$ is safe arbitrarily many steps under condition $\phi_0$ — exactly what the type codeptr ($\phi_0$) denotes. Thus, our goal is formalized as $(m, 0) : \text{codeptr} (\phi_0)$, for any $m$ containing code $C$.

As outlined in the overview section, we will prove a stronger result instead: all labels are of code-pointer types under corresponding preconditions. Formally, for any label $l$ in the domain of label environment $\Gamma$, we will prove
\[
(m, l) : \Gamma(l);
\]
another way to state this is $(m, \text{id}) : \Gamma$.

A condition on $m$ is that it must contain the code $C$. This condition can also be formalized as types. After all, in our model, types are predicates over states and can be used to specify invariants of states. Type $\text{instr} (i)$ expresses that instruction $i$ is in the memory.
\[
\text{instr} (i) \equiv \{ (k, m, x) | \text{decode}(m(x), i) \}
\]

Type environment constructor $\Delta$ turns a sequence of assembly instructions into a type environment that describes the code.
\[
\Delta(i_0; i_1; \ldots) \equiv \{ 0 : \text{instr} (i_0) \} \cap \{ 4 : \text{instr} (i_1) \} \cap \ldots
\]

With constructor $\Delta$, judgment $(m, \text{id}) : \Delta(C)$ formally states that memory $m$ contains code $C$. For such a value $(m, \text{id})$, we want to show it also satisfies $\Gamma$, or $(m, \text{id}) : \Gamma$. Now if we define
\[
\Delta(C) \subset \Gamma \equiv \forall k, m. (m, \text{id}) :_k \Delta(C) \Rightarrow (m, \text{id}) :_k \Gamma
\]
then $\Delta(C) \subset \Gamma$ expresses that any state containing code $C$ respects invariants $\Gamma$ under any approximation $k$.

We explore how to prove $\Delta(C) \subset \Gamma$. Assuming $(m, \text{id}) :_k \Delta(C)$, we have to show $(m, \text{id}) :_k \Gamma$. We will prove it by induction over $k$. When $k$ is zero, judgment $(m, l) :_0 \Gamma(l)$ is trivially true since $\Gamma(l)$ is a code pointer type, which is always true at index zero by its definition. The inductive case is that, assuming $(m, \text{id}) :_k \Delta(C) \Rightarrow (m, \text{id}) :_k \Gamma$, we have to show that $(m, \text{id}) :_{k+1} \Delta(C) \Rightarrow (m, \text{id}) :_{k+1} \Gamma$. Since code environment $\Delta(C)$ ignores the index, $(m, \text{id}) :_{k+1} \Delta(C)$ is equivalent to $(m, \text{id}) :_k \Delta(C)$. Therefore, to prove $(m, \text{id}) :_{k+1} \Gamma$, we have both $(m, \text{id}) :_k \Delta(C)$ and $(m, \text{id}) :_k \Gamma$.

Our intention is to give models to the typing judgments in our TAL based on this proof technique. To make the models concise, we abstract away from the indexes by defining a subtype-plus predicate $\Gamma_1 \not\equiv \Gamma_2$ to simulate the inductive case.
\[
\Gamma_1 \not\equiv \Gamma_2 \equiv \forall k, m. (m, \text{id}) :_k \Gamma_1 \Rightarrow (m, \text{id}) :_{k+1} \Gamma_2
\]
With the subtype-plus operator, the inductive case to prove \( \Delta(C) \subset \Gamma \) can be written as \( \Delta(C) \cap \Gamma \in \Gamma : \) assuming code \( C \) is in the memory under index \( k \) and \( \Gamma \) is true under index \( k \), prove that \( \Gamma' \) is true under index \( k + 1 \). The following subtype induction theorem formalizes what we have explained.

**Theorem 1.** *(Subtype Induction)*

\[
\frac{\Delta(C) \cap \Gamma \in \Gamma}{\Delta(C) \subset \Gamma}
\]

### 5.2 Semantic Model of Typing Judgments

At the heart of our semantic model is a set of concise definitions for the typing judgments based on the abstractions (especially \( \in \)) we have developed. We hereby exhibit such definitions:

\[
\begin{align*}
\vdash_p C : \Gamma & \equiv \Delta(C) \subset \Gamma \\
\Gamma; l \vdash_b C : \Gamma' & \equiv \text{offset}_l(\Delta(C)) \cap \Gamma \in \Gamma' \\
\Gamma; l \vdash_i \{ \phi_1 \} i \{ \phi_2 \} & \equiv \{ l : \text{instr}(i) \} \cap \Gamma \cap \{ l + 4 : \text{codeptr}(\phi_2) \} \in \{ l : \text{codeptr}(\phi_1) \}
\end{align*}
\]

where \( \text{offset}_l(\{ 0 : \tau_1 \} \cap \{ 4 : \tau_4 \} \cap \ldots) = \{ l : \tau_1 \} \cap \{ l + 4 : \tau_4 \} \cap \ldots \).

The model of \( \vdash_p C : \Gamma \) means that any state having the code inside respects invariants \( \Gamma \).

The judgment \( \Gamma; l \vdash_b C : \Gamma' \) judges the validity of \( \Gamma' \) by assuming \( \Gamma \). Since \( \Gamma' \) is the collection of preconditions of labels inside \( C \) and is a part of \( \Gamma \), the judgment itself has a superficial semantic circularity. We solve this circularity by giving it a model based on operator \( \in \). By assuming \( \Gamma \) to approximation \( k \), we prove \( \Gamma' \) to approximation \( k + 1 \). Also, since code \( C \) starts at address \( l \), we need to use \( \text{offset}_l(\Delta(C)) \) to make a code environment that starts at address \( l \).

The semantics of \( \Gamma; l \vdash_i \{ \phi_1 \} i \{ \phi_2 \} \) follows the same principle as the one for the model of \( \vdash_b \). We assume that instruction \( i \) is at location \( l \) and \( \Gamma \) holds to approximation \( k \), we prove location \( l \) is a code pointer to approximation \( k + 1 \). In the model of \( \vdash_i \), we have an extra assumption \( \{ l + 4 : \text{codeptr}(\phi_2) \} \). In our sample TAL, since every basic block has only one instruction, every address would have a precondition in \( \Gamma \). Therefore, \( \{ l + 4 : \text{codeptr}(\phi_2) \} \) is a part of \( \Gamma \) and need not have been specified as a separate conjunct. However, in the case of multi-instruction basic blocks, \( \Gamma \) would only have preconditions for each basic block, \( \phi_2 \) in this case would be reconstructed by the type system and not available in \( \Gamma \).

### 5.3 Semantic Proofs of Typing Rules

Using these models, we can prove both the type-safety theorem and the typing rules in Fig.3.

**Theorem 2.** *(Type Safety)*

\[
\vdash_p C : \Gamma \quad \Gamma \subset \{ 0 : \text{codeptr}(\phi_0) \}
\]

\[
\text{safe}_c(\Gamma)
\]
Proof. From the definition of safe_code(C), we have the following assumptions for state \((r, m)\) and want to show that safe\((r, m)\).

\begin{align*}
i) \quad & \text{prog\_loaded}(C, m) & \text{ii)} \quad & r(pc) = 0 & \text{iii)} \quad & (m, r) : \phi_0
\end{align*}

On the other hand, the model of \(\vdash_p C : \Gamma\) is \(\Delta(C) \subset \Gamma\). The deduction steps from \(\Delta(C) \subset \Gamma\) to safe\((r, m)\) are summarized by the following proof tree.

\[
\frac{\text{prog\_loaded}(C, m)}{(m, id) : \Delta(C)} (7) \quad \frac{\Delta(C) \subset \Gamma}{\Gamma \subset \{0 : \text{codeptr}(\phi_0)\}} (6) \quad \frac{\{m, id\} : \Gamma}{\{0 : \text{codeptr}(\phi_0)\}} (5) \quad \frac{\forall k. (m, 0) : k \text{ codeptr}(\phi_0)}{(m, 0) : \text{codeptr}(\phi_0)} (4) \quad \frac{\forall k. (m, 0) : k+1 \text{ codeptr}(\phi_0)}{(m, 0) : \text{codeptr}(\phi_0)} (3a) \quad \frac{\forall k. (m, r) : k \phi_0}{\forall k. \text{safe\_n}(k, r, m)} (3b) \quad r(pc) = 0 (2)
\]

Step (1) says to prove \((r, m)\) is safe, it suffices to prove that \((r, m)\) is safe for an arbitrary \(k\) steps. Step (2) is justified by rule \text{cpTR}\_\text{E} in Section 4. Step (3a) is by universal instantiation. Step (4) is just the unfolding of the syntactic sugar of \((m, 0) : \text{codeptr}(\phi_0)\). Step (5) is by the definition of the singleton environment. Step (6) is by the transitivity of subtyping. Step (7) can be easily proved by unfolding definitions.

Theorem 3.

\[
\frac{\Gamma; 0 \vdash_b C : \Gamma}{\vdash_p C : \Gamma} \quad \text{ PROG}
\]

Proof. From the models of \(\vdash_p\) and \(\vdash_b\), we have to prove \(\Delta(C) \subset \Gamma\) from \(\Delta(C) \cap \Gamma \notin \Gamma\) — exactly the subtype induction theorem (Theorem 1).

Theorem 4.

\[
\frac{\Gamma(l) = \text{codeptr}(\phi_1) \quad \Gamma(l+4) = \text{codeptr}(\phi_2)}{\Gamma; l \vdash_b \{\phi_1\} i \{\phi_2\} \quad \Gamma; l+4 \vdash_b C : \Gamma^\prime} \quad \text{ BLOCK\_1}
\]

Proof. The models of \(\Gamma; l \vdash_b \{\phi_1\} i \{\phi_2\}\) and \(\Gamma; l+4 \vdash_b C : \Gamma^\prime\) gives us that

\[
\{l : \text{instr}(i)\} \cap \Gamma \notin \{l : \text{codeptr}(\phi_1)\} \quad \text{offset}_{l+4}(\Delta(C)) \cap \Gamma \notin \Gamma^\prime
\]

The goal \(\text{offset}_i(\Delta(i; C)) \cap \Gamma \notin \{l : \text{codeptr}(\phi_1)\} \cap \Gamma^\prime\) is proved by the following lemmas:

\[
\frac{\Gamma \notin \Gamma_1 \quad \Gamma \notin \Gamma_2}{\Gamma \notin \Gamma_1 \cap \Gamma_2} \quad \text{offset}_i(\Delta(i; C)) = \{l : \text{instr}(i)\} \cap \text{offset}_{l+4}(\Delta(C))}
\]

The proof of rule \text{BLOCK\_2} is similar.

\footnote{The model of \(\vdash_1\) has another clause \(\{l+4 : \text{codeptr}(\phi_2)\}\) on the left of \(\notin\). However, since \(\Gamma(l+4) = \text{codeptr}(\phi_2)\), we can prove that \(\Gamma \cap \{l+4 : \text{codeptr}(\phi_2)\} = \Gamma\).}
5.4 Semantic Proofs of Machine Instructions

What remains is the proofs of typing rules for instructions (Fig.4). We will show the technique by informally proving the LOAD rule.

\[
\phi \subseteq \{ s : \text{box}(\tau) \} \\
\Gamma; l \vdash_1 \{ \phi \} \text{ld} s, d \{ \phi[d \mapsto \tau] \} \quad \text{LOAD}
\]

The precondition states that register \( s \) is a pointer to type \( \tau \); the postcondition is that register \( d \) gets type \( \tau \) and types of other registers remain the same. This typing rule is intuitively “correct” since operationally \( \text{ld} s, d \) loads the content at address \( r(s) \) in the memory into register \( d \). The semantic model of \( \vdash_1 \) tells us what the “correctness” of the rule \text{LOAD} means:

\[
\{ l : \text{instr} (\text{ld} s, d) \} \cap \Gamma \cap \{ l + 4 : \text{codeptr}(\phi') \} \not\subseteq \{ l : \text{codeptr}(\phi) \}
\]

where \( \phi' = \phi[d \mapsto \tau] \). That is, for all \( k \) and \( m \), we should prove \( (m, l) :_{k+1} \text{codeptr}(\phi) \), or location \( l \) is safe within \( k + 1 \) steps. We can assume (1) there is an instruction \( \text{ld} s, d \) at address \( l \) in \( m \); (2) all the labels in \( \Gamma \) are code pointers to approximation \( k \); (3) label \( l + 4 \) is of type \( \text{codeptr}(\phi') \) to approximation \( k \).

By the definition of \( (m, l) :_{k+1} \text{codeptr}(\phi) \), we start at \((r, m)\) with condition \( \phi \) met and control at \( l \). By the semantics of \( \text{ld} s, d \), if the location (location \( r(s) \)) to read is readable, we can find a succeeding state \((r', m')\) such that \((r, m) \mapsto (r', m')\). Not by coincidence, rule \text{LOAD} has a premise that \( \phi \subseteq \{ s : \text{box}(\tau) \} \); together with that \( \phi \) is met on state \((r, m)\), readable\((r(s))\) can be shown.

Therefore, there is a state \((r', m')\) that \((r, m)\) can step to because of the execution of the instruction \( \text{ld} s, d \). By the semantics of \( \text{ld} \), condition \( \phi' \) can be proved to hold on state \((r', m')\) and the control of \((r', m')\) is at label \( l + 4 \). Because label \( l + 4 \) is of type \( \text{codeptr}(\phi') \) to approximation \( k \), state \((r', m')\) is safe within \( k \) steps. Taking the step by \( \text{ld} \) into account, the first state \((r, m)\) is safe within \( k + 1 \) steps.

Proofs for other typing rules of instructions follow the same scheme. In the case of control-transfer instructions like \text{ba}, the assumption (2) about \( \Gamma \) guarantees that it is safe to jump to the destination address.

6 Implementation

Our work is a part of the Foundational Proof-Carrying Code project [12], which includes a compiler from ML to Sparc, a typed assembly language called LTAL [6], and semantic proofs of typing rules. We have successfully given models to typing judgments in LTAL based on proof techniques in this paper, with a proved type-safety theorem and nearly complete semantic proofs of the typing rules. All the proofs are written and machine-checked in a theorem-proving system — Twelf [13]: 1949 lines of axioms of the logic, arithmetic, and the specification of the SPARC machine; 23562 lines of lemmas of logic and arithmetic, theories of mathematical foundations such as sets and lists; 72036 lines of lemmas about conventions of machine states and semantic model of types; 18895 lines of lemmas about machines instructions and the LTAL calculus. Most of the incomplete semantic proofs are about machines instruction semantics.
To focus the presentation on the essential ideas, we have not shown many features of our actual implementation. In this paper we have used immutable reference types to describe data structures in the memory and proved that programs can safely access these data structures. Our implementation can also deal with mutable references [10] so that programs can safely update data structures in the memory. Allocation of new data structures in the memory have also been taken into account by following the allocation model of SML/NJ. However, we do not currently support either explicit deallocation (free) or garbage collection. LTAL is also more expressive, including type variables, quantified types and condition-code types. It can also type-check position-independent code and multi-instruction basic blocks. Our semantic model supports all these features.

7 Related Work

There has been some work in the program-verification community to use a semantic approach to prove Hoare-logic rules as lemmas in an underlying logic \([7,14,15]\). Such proofs have been mechanized in HOL [14]. These works use first-order or higher-order logic to specify the invariants and have the difficulty that loop invariants cannot be derived automatically, so the approach does not scale to large programs.

Hamid et al. [16] and Crary [17] use a syntactic approach to prove type soundness. The first stage of their approach develops a typed assembly language, which is also given an operational semantics on an abstract machine. Then syntactic type-soundness theorems are proved on this abstract machine following the scheme presented by Wright and Felleisen [18]. The second stage uses a simulation relation between the abstract machine and the concrete architecture. The syntactic approach does not need the building of denotational semantics for complicated types such as recursive types, and it can also have machine-checkable proofs. However, the simulation step between the abstract machine and a full-fledged architecture is not a trivial task.

In some sense, the problem we solve in this paper is to give models to unstructured programs with goto statements and labels. There has been work by de Bruin [19] to give goto statements a domain-theoretic model. His approach to prove that code respects invariants is by approximations over code behavior, i.e. any \(k\)-th approximations of code behavior respects invariants. In our approach, we use types as invariants and do approximations over types, i.e. code respects any \(k\)-th approximations of types.

In conclusion, we have shown how to build end-to-end foundational safety proofs of programs on a real machine. We have constructed a semantic model for typing judgments of a typed assembly language and given proofs for both the type-safety theorem and typing rules. Our approach allows a typing derivation to be interpreted as a machine-checkable safety proof at the machine level.
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\textbf{Abstract.} We present a rule-based framework for defining and implementing finite trace monitoring logics, including future and past time temporal logic, extended regular expressions, real-time logics, interval logics, forms of quantified temporal logics, and so on. Our logic, \textsc{Eagle}, is implemented as a Java library and involves novel techniques for rule definition, manipulation and execution. Monitoring is done on a state-by-state basis, without storing the execution trace.

\section{Introduction}

Runtime verification, or runtime monitoring, comprises having a software module, an observer, monitor the execution of a program and check its conformity with a requirement specification, often written in a temporal logic or as a state machine. Runtime verification can be applied to automatically evaluate test runs, either on-line, or off-line analyzing stored execution traces; or it can be used on-line during operation, potentially steering the application back to a safety region if a property is violated. It is highly scalable. Several runtime verification systems have been developed, of which some were presented at three recent international workshops on runtime verification \cite{1}.

Linear temporal logic (LTL) \cite{19} has been core to several of these attempts. The commercial tool Temporal Rover (TR) \cite{6,7} supports a fixed future and past time LTL, with the possibility of specifying real-time and data constraints (time-series) as annotations on the temporal operators. Its implementation is based on alternating automata. Algorithms using alternating automata to monitor LTL properties are also proposed in \cite{9}, and a specialized LTL collecting statistics along the execution trace is described in \cite{8}. The MAC logic \cite{18} is a form of past time LTL with operators inspired by interval logics and which models real-time via explicit clock variables. A logic based on extended regular expressions \cite{20} has also been proposed and is argued to be more succinct for certain properties. The logic described in \cite{16} is a sophisticated interval logic, argued to be more user-friendly than plain LTL. Our own previous work includes the development of several algorithms, such as generating dynamic programming algorithms for past time logic \cite{14}, using a rewriting system for monitoring future time logic \cite{12,13}, or generating Büchi automata inspired algorithms adapted to finite trace LTL \cite{11}.
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This large variety of logics prompted us to search for a small and general framework for defining monitoring logics, which would be powerful enough to capture essentially all of the above described logics, hence supporting future and past time logics, interval logics, extended regular expressions, state machines, real-time and data constraints, and statistics. The framework should support the definition of new logics in an easy manner and should support the monitoring of programs with their complex program states. The result of our search is the logic Eagle presented in this paper. The Eagle logic and its implementation for runtime monitoring has been significantly influenced by earlier work on the executable, trace generating as well as trace checking, temporal logic MetateM [3]. In MetateM a linear-time temporal formula is separated [10] into a boolean combination of pure past, present and pure future time formulas. Conditioned by the past, the present-time, or state, formulas determine how the state for the current moment in time is built and the pure future time formulas yield obligations that need to be fulfilled at some time later. The separation result, rules and future obligations are central in our current work. However, the fundamental difference between MetateM and Eagle is that the MetateM interpreter builds traces state by state, whereas Eagle is used for checking given finite traces: costly implementation features, such as backtracking and loop-checking, are not required.

We recently discovered parallel work [17] using recursive equations to implement a real-time logic. However we had already developed the ideas further. We provide the language of recursive equations to the user, we support a mixture of future time and past time operators, we treat real-time as a special case of data values, and hence we allow a very general logic for reasoning about data, including the possibility of relating data values across the execution trace, both forwards and backwards.

This paper is structured as follows. Section 2 introduces our logic framework. In section 3 we discuss the algorithm and calculus that underlies our implementation, which is then briefly described along with initial experimentation in section 4. Further papers on Eagle are available covering material that couldn’t be covered in this paper. In [4], we illustrate that when Eagle is specialized to a propositional LTL our monitoring algorithm is space efficient with an upper bound of $O(m^2 \log m2^m)$, where $m$ is the size of the monitored formula; in [5], we present full details of our current Java-based monitoring algorithm and its associated rewrite calculus.

2 The Logic

In this section we introduce our temporal finite trace monitoring logic Eagle. The logic offers a succinct but powerful set of primitives, essentially supporting recursive parameterized equations, with a minimal/maximal fix-point semantics together with three temporal operators: next-time, previous-time, and concatenation. The next-time and previous-time operators can be used for defining future time respectively past time temporal logics on top of Eagle. The concatenation operator can be used to define interval logics and an extended regular expression language. Rules can be parameterized with formulas, and with data to allow for the expression of data constraints, including real-time constraints. Atomic propositions are boolean expressions over a program state, Java states in the current implementation. The logic is first introduced informally through two examples whereafter its syntax and semantics is given. Finally, its relationship to some other important logics is outlined.
2.1 Eagle by Example

Fundamental Concepts. Assume we want to state a property about a program \( P \), which contains the declaration of two integer variables \( x \) and \( y \). We want to state that whenever \( x \) is positive then eventually \( y \) becomes positive. The property can be written as follows in classical future time LTL:

\[
\Box (x > 0 \rightarrow \Diamond y > 0)
\]

The formulas \( \Box F \) (always \( F \)) and \( \Diamond F \) (eventually \( F \)), for some property \( F \), usually satisfy the following equivalences, where the temporal operator \( \circ F \) stands for next \( F \) (meaning ‘in next state \( F \)’):

\[
\Box F \equiv F \land \circ (\Box F) \quad \Diamond F \equiv F \lor \circ (\Diamond F)
\]

One can for example show that \( \Box F \) is a solution to the recursive equivalence \( X \equiv F \land \circ X \); in fact it is the maximal solution\(^1\). A fundamental idea in our logic is to support this kind of recursive definition, and to enable users define their own temporal combinators using equations similar to those above. In the current framework one can write the following definitions for the two combinators Always and Eventually, and the formula to be monitored (\( M_1 \)):

\[
\begin{align*}
\text{max} \text{ Always}(\text{Form } F) &= F \land \circ \text{Always}(F) \\
\text{min} \text{ Eventually}(\text{Form } F) &= F \lor \circ \text{Eventually}(F) \\
\text{mon } M_1 &= \text{Always}(x > 0 \rightarrow \text{Eventually}(y > 0))
\end{align*}
\]

The Always operator is defined as having a maximal fix-point interpretation; the Eventually operator is defined as having a minimal interpretation. Maximal rules define safety properties (nothing bad ever happens), while minimal rules define liveness properties (something good eventually happens). For us, the difference only becomes important when evaluating formulas at the boundaries of a trace. To understand how this works it suffices to say here that monitored rules evolve as new states are appearing. Assume that the end of the trace has been reached (we are beyond the last state) and a monitored formula \( F \) has evolved to \( F' \). Then all applications in \( F' \) of maximal fix-point rules will evaluate to true, since they represent safety properties that apparently have been satisfied throughout the trace, while applications of minimal fix-point rules will evaluate to false, indicating that some event did not happen. Assume for example that we evaluate the formula \( M_1 \) in a state where \( x > 0 \) and \( y \leq 0 \), then as a liveness obligation for the future we will have the expression:

\[
\text{Eventually}(y > 0) \land \text{Always}(x > 0 \rightarrow \text{Eventually}(y > 0))
\]

Assume that we at this point detect the end of the trace; that is: we are beyond the last state. The outstanding liveness obligation \( \text{Eventually}(y > 0) \) has not yet been fulfilled, which is an error. This is captured by the evaluation of the minimal fix-point combinator Eventually being false at this point. The remaining other obligation from the \( \land \)-formula, namely, \( \text{Always}(x > 0 \rightarrow \text{Eventually}(y > 0)) \), is a safety property and evaluates to true.

For completeness we provide remaining definitions of the future time LTL operators \( \mathcal{U} \) (until) and \( \mathcal{W} \) (unless) below. Note how \( \mathcal{W} \) is defined in terms of other operators. However, it could have been defined recursively.

\[
\begin{align*}
\text{min} \text{ Until}(\text{Form } F_1, \text{Form } F_2) &= F_2 \lor (F_1 \land \circ \text{Until}(F_1, F_2)) \\
\text{max} \text{ Unless}(\text{Form } F_1, \text{Form } F_2) &= \text{Until}(F_1, F_2) \lor \text{Always}(F_1)
\end{align*}
\]

\(^1\) Similarly, \( \Diamond F \) is a minimal solution to the equivalence \( X \equiv F \lor \circ X \)
**Data Parameters.** We have seen how rules can be parameterized with formulas. Let us modify the above example to include data parameters. Suppose we want to state the property: “whenever at some point $x = k > 0$ for some $k$, then eventually $y = k$”. This can be expressed as follows in quantified LTL: $\Box(x > 0 \rightarrow \exists k.(x = k \land \Diamond y = k))$. We use a parameterized rule to state this property, capturing the value of $x$ when $x > 0$ as a rule parameter.

$$\min R(int k) = \text{Eventually}(y = k) \quad \text{mon } M_2 = \text{Always}(x > 0 \rightarrow R(x))$$

Rule $R$ is parameterized with an integer $k$, and is instantiated in $M_2$ when $x > 0$, hence capturing the value of $x$ at that moment. Rule $R$ replaces the existential quantifier. The logic also provides a previous-time operator, which allows us to define past time operators; the data parametrization works uniformly for rules over past as well as future, which is non-trivial to achieve since the implementation does not store the trace, see Section 4. Data parametrization is also used to elegantly model real-time logics.

### 2.2 Syntax and Semantics

**Syntax.** A specification $S$ consists of a declaration part $D$ and an observer part $O$. $D$ consists of zero or more rule definitions $R$, and $O$ consists of zero or more monitor definitions $M$, which specify what to be monitored. Rules and monitors are named ($N$).

$$S ::= DO$$
$$D ::= R^*$$
$$O ::= M^*$$
$$R ::= \{\max | \min\} N(T_1 x_1, \ldots, T_n x_n) = F$$
$$M ::= \text{mon } N = F$$
$$T ::= \text{Form} \mid \text{primitive type}$$
$$F ::= \text{expression} \mid \text{true} \mid \text{false} \mid \neg F \mid F_1 \land F_2 \mid F_1 \lor F_2 \mid F_1 \rightarrow F_2 \mid \Box F \mid \Diamond F \mid F_1 \cdot F_2 \mid N(F_1, \ldots, F_n) \mid x_i$$

A rule definition $R$ is preceded by a keyword indicating whether the interpretation is maximal or minimal (which we recall determines the value of a rule application at the boundaries of the trace). Parameters are typed, and can either be a formula of type $\text{Form}$, or of a primitive type, such as int, long, float, etc.. The body of a rule/monitor is a boolean valued formula of the syntactic category $\text{Form}$ (with meta-variables $F$, etc.). Any recursive call on a rule must be strictly guarded by a temporal operator. The propositions of this logic are boolean expressions over an observer state. Formulas are composed using standard propositional logic operators together with a next-state operator ($\Box F$), a previous-state operator ($\Diamond F$), and a concatenation-operator ($F_1 \cdot F_2$). Finally, rules can be applied and their arguments must be type correct. That is, an argument of type $\text{Form}$ can be any formula, with the restriction that if the argument is an expression, it must be of boolean type. An argument of a primitive type must be an expression of that type. Arguments can be referred to within the rule body ($x_i$).

In what follows, a rule $N$ of the form

$$\{\max|\min\} N(\text{Form } f_1, \ldots, \text{Form } f_m, T_1 p_1, \ldots, T_n p_n) = B,$$
where \( f_1, \ldots, f_m \) are arguments of type \( \text{Form} \) and \( p_1, \ldots, p_n \) are arguments of primitive type, is written in short as
\[
\{ \max | \min \} N(\text{Form} \; \vec{f}, \vec{T} \; \vec{p}) = B
\]
where \( \vec{f} \) and \( \vec{p} \) represent tuples of type \( \text{Form} \) and \( T \) respectively. Without loss of generality, in the above rule we assume that all the arguments of type \( \text{Form} \) appear first.

**Semantics.** The semantics of the logic is defined in terms of a satisfaction relation \( \models \) between execution traces and specifications. An execution trace \( \sigma \) is a finite sequence of program states \( \sigma = s_1 s_2 \ldots s_n \), where \( |\sigma| = n \) is the length of the trace. The \( i \)'th state \( s_i \) of a trace \( \sigma \) is denoted by \( \sigma(i) \). The term \( \sigma_{[i,j]} \) denotes the sub-trace of \( \sigma \) from position \( i \) to position \( j \), both positions included; if \( i \geq j \) then \( \sigma_{[i,j]} \) denotes the empty trace. In the implementation a state is a user defined Java object that is updated through a user provided \textit{updateOnEvent} method for each new event generated by the program. Given a trace \( \sigma \) and a specification \( DO \), satisfaction is defined as follows:
\[
\sigma \models DO \iff \forall (\text{mon} \; N = F) \in O. \; \sigma, 1 \models F
\]
That is, a trace satisfies a specification if the trace, observed from position 1 (the first state), satisfies each monitored formula. The definition of the satisfaction relation \( \models_D \subset (\text{Trace} \times \text{nat}) \times \text{Form} \), for a set of rule definitions \( D \), is presented below, where \( 0 \leq i \leq n + 1 \) for some trace \( \sigma = s_1 s_2 \ldots s_n \). Note that the position of a trace can become 0 (before the first state) when going backwards, and can become \( n + 1 \) (after the last state) when going forwards, both cases causing rule applications to evaluate to either true if maximal or false if minimal, without considering the body of the rules at that point.

\[
\begin{align*}
\sigma, i & \models_D \text{expression} \quad \text{iff} \quad 1 \leq i \leq |\sigma| \text{ and } \text{evaluate(expression)(\sigma(i))} = \text{true} \\
\sigma, i & \models_D \text{true} \\
\sigma, i & \not\models_D \text{false} \\
\sigma, i & \models_D \neg F \quad \text{iff} \quad \sigma, i \not\models_D F \\
\sigma, i & \models_D F_1 \land F_2 \quad \text{iff} \quad \sigma, i \models_D F_1 \text{ and } \sigma, i \models_D F_2 \\
\sigma, i & \models_D F_1 \lor F_2 \quad \text{iff} \quad \sigma, i \models_D F_1 \text{ or } \sigma, i \models_D F_2 \\
\sigma, i & \models_D F_1 \rightarrow F_2 \quad \text{iff} \quad \sigma, i \models_D F_1 \text{ implies } \sigma, i \models_D F_2 \\
\sigma, i & \models_D \bigcirc F \quad \text{iff} \quad i \leq |\sigma| \text{ and } \sigma, i + 1 \models_D F \\
\sigma, i & \models_D \bigtriangledown F \quad \text{iff} \quad 1 \leq i \text{ and } \sigma, i - 1 \models_D F \\
\sigma, i & \models_D F_1 \cdot F_2 \quad \text{iff} \quad \exists j \text{ s.t. } i \leq j \leq |\sigma| + 1 \text{ and } \sigma[1,j-1], i \models_D F_1 \text{ and } \sigma[j,|\sigma|], 1 \models_D F_2 \\
\quad \text{if } 1 \leq i \leq |\sigma| \text{ then:} \\
\quad \quad \sigma, i & \not\models_D \bigcirc B[\vec{f} \rightarrow \vec{T}, \vec{p} \rightarrow \text{evaluate}(\vec{P})](\sigma(i))] \\
\quad \quad \text{where } (N(\text{Form} \; \vec{f}, \vec{T} \; \vec{p}) = B) \in D \\
\quad \text{otherwise, if } i = 0 \text{ or } i = |\sigma| + 1 \text{ then:} \\
\quad \quad \text{rule } N \text{ is defined as } \max \text{ in } D \\
\sigma, i & \models_D N(\vec{F}, \vec{P}) \quad \text{iff} \quad \{ \\
\quad \sigma, i & \models_D B[\vec{f} \rightarrow \vec{T}, \vec{p} \rightarrow \text{evaluate}(\vec{P})](\sigma(i))] \\
\quad \text{where } (N(\text{Form} \; \vec{f}, \vec{T} \; \vec{p}) = B) \in D \\
\quad \text{otherwise, if } i = 0 \text{ or } i = |\sigma| + 1 \text{ then:} \\
\quad \quad \text{rule } N \text{ is defined as } \max \text{ in } D \\
\quad \{ \\
\end{align*}
\]
An expression (a proposition) is evaluated in the current state in case the position \( i \) is within the trace (\( 1 \leq i \leq n \)). In the boundary cases (\( i = 0 \) and \( i = n + 1 \)) a proposition evaluates to false. Propositional operators have their standard semantics in all positions. A next-time formula \( \bigcirc F \) evaluates to true if the current position is not beyond the
last state and \( F \) holds in the next position. Dually for the previous-time formula. The concatenation formula \( F_1 \cdot F_2 \) is true if the trace \( \sigma \) can be split into two sub-traces \( \sigma = \sigma_1\sigma_2 \), such that \( F_1 \) is true on \( \sigma_1 \), observed from the current position \( i \), and \( F_2 \) is true on \( \sigma_2 \) (ignoring \( \sigma_1 \), and thereby limiting the scope of past time operators). Applying a rule within the trace (positions \( 1 \ldots n \)) consists of replacing the call with the right-hand side of the definition, substituting arguments for formal parameters; if an argument is of primitive type its evaluation in the current state is substituted for the associated formal parameter of the rule, thereby capturing a desired freeze variable semantics. At the boundaries (0 and \( n + 1 \)) a rule application evaluates to true if and only if it is maximal.

### 2.3 Relationship to Other Logics

The logical system defined above is expressively rich; indeed, any linear-time temporal logic, whose temporal modalities can be recursively defined over the next, past or concatenation modalities, can be embedded within it. Furthermore, since in effect we have a limited form of quantification over possibly infinite data sets, and concatenation, we are strictly more expressive than, say, a linear temporal fixed point logic (over next and previous). A formal characterization of the logic is beyond the scope of this paper, however, we demonstrate the logic’s utility and expressiveness through examples.

**Past Time LTL:** A past time linear temporal logic, i.e. one whose temporal modalities only look to the past, could be defined in the mirror way to the future time logic exemplified in the introduction by using the built-in previous modality, \( \bigcirc \), in place of the future next time modality, \( \nabla \). Here, however, we present the definitions in a more hierarchic (and logical) fashion. Note that the \( \text{Zince} \) rule defines the past time correspondent to the future time unless, or weak until, modality, i.e. it is a weak version of \( \text{Since} \).

\[
\begin{align*}
\text{min Since}(F_1, F_2) &= F_2 \lor (F_1 \land \bigcirc \text{Since}(F_1, F_2)) \\
\text{min EventuallyInPast}(F') &= \text{Since}(\text{true}, F') \\
\text{max AlwaysInPast}(F) &= \neg \text{EventuallyInPast}(\neg F) \\
\text{max Zince}(F_1, F_2) &= \text{Since}(F_1, F_2) \lor \text{AlwaysInPast}(F_1)
\end{align*}
\]

**Combined Future and Past Time LTL:** By combining the definitions for the future and past time LTLs defined above, we obtain a temporal logic over the future, present and past, in which one can freely intermix the future and past time modalities (to any depth). We are thus able to express constraints such as if ever the variable \( x \) exceeds 0, there was an earlier moment when the variable \( y \) was 4 and then remains with that value until it is increased sometime later, possibly after the moment when \( x \) exceeds 0.

\[
\text{mon } M_2 = \text{Always}(x > 0 \rightarrow \text{EventuallyInPast}(y = 4 \land \text{Until}(y = 4, y > 4)))
\]

**Extended LTL and \( \mu \) TL:** The ability to define temporal modalities recursively provides the ability to define Wolper’s ETL or the semantically equivalent fixpoint temporal

\[
2 \text{ See } [4] \text{ for the correctness argument for such an embedding of propositional LTL in Eagle.}
\]
calculus. Such expressiveness is required to capture regular properties such as temporal formula $F$ is required to be true on every even moment of time:

$$\max \text{Even}(\text{Form } F) = F \land \bigcirc \bigcirc \text{Even}(F)$$

The $\mu TL$ formula $\nu x. (p \land \bigcirc \bigcirc x \land \mu y. ((q \land \bigcirc x) \lor \bigcirc y))$, where $p$ and $q$ are atomic formulas, would be denoted by the formula, $X()$, where rules $X$ and $Y$ are:

$$\max X() = p \land \bigcirc \bigcirc X() \land Y() \quad \min Y() = (q \land \bigcirc X()) \lor \bigcirc Y()$$

**Extended Regular Expressions:** The language of Extended Regular Expressions (ERE), i.e. adding complementation to regular expressions, has been proposed as a powerful formalism for runtime monitoring. EREs can straightforwardly be embedded within our rule-based system. Given, $E ::= \emptyset \mid a \cdot E \mid E + E \mid E \cap E \mid \neg E \mid E^*$, let $\text{Tr}(E)$ denote the ERE $E$’s corresponding EAGLE formula. For convenience, we define the rule $\max \text{Empty}() = \neg \bigcirc \text{true}$ which is true only when evaluated on an empty (suffix) sequence. $\text{Tr}$ is inductively defined as follows.

$$\begin{align*}
\text{Tr}(\emptyset) &= \text{false} & \text{Tr}(\epsilon) &= \text{Empty}() \\
\text{Tr}(a) &= a \land \bigcirc \text{Empty}() & \text{Tr}(E_1 \cdot E_2) &= \text{Tr}(E_1) \cdot \text{Tr}(E_2) \\
\text{Tr}(E_1 + E_2) &= \text{Tr}(E_1) \lor \text{Tr}(E_2) & \text{Tr}(E_1 \cap E_2) &= \text{Tr}(E_1) \land \text{Tr}(E_2) \\
\text{Tr}(\neg E) &= \neg \text{Tr}(E) & \text{Tr}(E^*) &= X() \text{ where } \max X() = \text{Empty}() \lor (\text{Tr}(E) \cdot X())
\end{align*}$$

**Real Time as a Special Case of Data Binding:** Metric temporal logics, in which temporal modalities are parameterized by some underlying real-time clock(s), can be straightforwardly embedded into our system through rule parameterization. For example, consider the metric temporal modality, $\diamond [t_1, t_2]$ in a system with just one global clock. An absolute interpretation of $\diamond [t_1, t_2] F$ has the formula true if and only if $F$ holds at some time in the future when the real-time clock has a value within the interval $[t_1, t_2]$. For our purposes, we assume that the states being monitored are time-stamped and that the variable $\text{clock}$ holds the value of the real-time clock for the associated state. The rule

$$\begin{align*}
\min \text{EventAbs}(\text{Form } F, \text{float } t_1, \text{float } t_2) &= \\
(F \land t_1 \leq \text{clock} \land \text{clock} \leq t_2) \lor \\
((\text{clock} < t_1 \lor (\neg F \land \text{clock} \leq t_2)) \land \bigcirc \text{EventAbs}(F, t_1, t_2))
\end{align*}$$

defines the operator $\diamond [t_1, t_2]$ for absolute values of the clock. The rule will succeed when the formula $F$ evaluates to true and $\text{clock}$ is within the specified interval $[t_1, t_2]$. If either the formula $F$ doesn’t hold and the time-stamp is within the upper time bound, or the lower bound hasn’t been reached, then the rule is applied to the next input state. Note that the rule will fail as soon as either the time-stamp is beyond the given interval, i.e. $\text{clock} > t_2$, and the formula $F$ has not been satisfied, or the end of the input trace has been passed. A relativized version of the modality can then be defined as:

$$\min \text{EventRel}(\text{Form } F, \text{float } t_1, \text{float } t_2) = \text{EventAbs}(F, \text{clock} + t_1, \text{clock} + t_2)$$
**Counting and Statistical Calculations:** In a monitoring context, one may wish to gather statistics on the truth of some property, for example whether a particular state property $F$ holds with at least some probability $p$ over a given sequence, i.e. it doesn’t fail with probability greater than $(1 - p)$. Consider the operator $\Box_p F$ defined by:

$$\sigma, i \models \Box_p F \text{ iff } \exists S \subseteq \{i..|\sigma|\} \text{ s.t. } \frac{|S|}{|\sigma| - i} \geq p \land \forall j \in S . \sigma, j \models F$$

An encoding within our logic can then be given as:

$$\min A(\text{Form } F, \text{ float } p, \text{ int } f, \text{ int } t) =$$

$$(\neg \emptyset \land ((F \land (1 - \frac{f}{t}) \geq p) \lor (\neg F \land (1 - \frac{f+1}{t}) \geq p))) \lor$$

$$(\neg \emptyset \land ((F \rightarrow A(F, p, f, t + 1)) \land (\neg F \rightarrow \emptyset)))$$

$$\min \text{AtLeast}(\text{Form } F, \text{ float } p) = A(F, p, 0, 1)$$

The auxiliary rule $A$ counts the number of failures of $F$ in its argument $f$ and the number of events monitored in argument $t$. Thus, at the end of monitoring, the first line of $A$’s body determines whether $F$ has held with the desired probability, i.e. $\geq p$. AtLeast therefore calls $A$ with arguments $f$ and $t$ initialized to 0 and 1 respectively.

**Towards Context Free:** Above we showed that EAGLE could encode logics such as ETL, which extend LTL with regular grammars (when restricted to finite traces), or even extended regular expressions. In fact, we can go beyond regularity into the world of context-free languages, necessary, for example, to express properties such as every login is matched by a logout and at no point are there more logouts than logins. Indeed, such a property can be expressed in several ways in EAGLE. Assume we are monitoring a sequence of login and logout events, characterized, respectively, by the formulas login and logout. We can define a rule $\text{Match}(\text{Form } F_1, \text{ Form } F_2)$ and monitor with $\text{Match(login, logout)}$ where:

$$\min \text{Match}(\text{Form } F_1, \text{ Form } F_2) = F_1 \cdot \text{Match}(F_1, F_2) \cdot F_2 \cdot \text{Match}(F_1, F_2) \lor \emptyset$$

Less elegantly, and which we leave as an exercise, one could use the rule parametrization mechanism to count the numbers of logins and logouts.

### 3 Algorithm

In this section, we briefly outline the computation mechanism used to determine whether a given monitoring formula holds for some given input sequence of events. For details on the algorithm, the interested readers can refer to [5]. In the algorithm, we assume that a local state is maintained on the observer side. The expressions or propositions are specified with respect to the variables in this local state. At every event the observer modifies the local state of the observer, based on that event, and then evaluates the monitored formulas on the new state, and generates a new set of monitored formulas. At the end of the trace the values of the monitored formulas are determined. If the value of a formula is true, the formula is satisfied, otherwise the formula is violated.
First, a monitor formula $F$ is transformed to another formula $F'$. This transformation addresses the semantics of EAGLE at the beginning of a trace. Next, the transformed formula is monitored against an execution trace by repeated application of $\text{eval}$. The evaluation of a formula $F$ on a state $s = \sigma(i)$ in a trace $\sigma$ results in an another formula $\text{eval}(F, s)$ with the property that $\sigma(i) \models F$ if and only if $\sigma, i + 1 \models \text{eval}(F, s)$. The definition of the function $eval : \text{Form} \times \text{State} \rightarrow \text{Form}$ uses an auxiliary function $\text{update}$ with signature $\text{update} : \text{Form} \times \text{State} \rightarrow \text{Form}$. $\text{update}$’s role is to pre-evaluate a formula if it is guarded by the previous operator $\bigcirc$. Formally, $\text{update}$ has the property that $\sigma, i \models \bigcirc F \iff \sigma, i + 1 \models \text{update}(F, s)$. Had there been no past time modality in EAGLE $\text{update}$ would be unnecessary and the identity $\sigma, i \models \bigcirc F \iff \sigma, i + 1 \models F$ could have been used. At the end (or at the beginning) of a trace, the function $\text{value} : \text{Form} \rightarrow \{\text{true}, \text{false}\}$ when applied on $F$ returns $\text{true}$ iff $\sigma, |\sigma| + 1 \models F$ (or $\sigma, 0 \models F$) and returns $\text{false}$ otherwise. Thus given a sequence of states $s_1 s_2 \ldots s_n$, an EAGLE formula $F$ is said to be satisfied by the sequence of states if and only if $\text{eval}(\text{eval}(\ldots \text{eval}(\text{eval}(F', s_1), s_2) \ldots , s_n))$ is true. The functions $eval, \text{update}$ and $\text{value}$ are the basis of the calculus for our rule-based framework.

### 3.1 Calculus

The $eval, \text{update}$ and $\text{value}$ functions are defined a priori for all operators except for the rule application. The definitions of $eval, \text{update}$ and $\text{value}$ for rules get generated based on the definition of rules in the specification. The definitions of $eval, \text{update}$ and $\text{value}$ on the different primitive operators are given below.

\[
\begin{align*}
\text{eval}([\text{true}, s]) &= \text{true} & \text{value}([\text{true}]) &= \text{true} \\
\text{eval}([\text{false}, s]) &= \text{false} & \text{value}([\text{false}]) &= \text{false} \\
\text{eval}([\text{jexp}, s]) &= \text{value of jexp in } s & \text{value}([\text{jexp}]) &= \text{false} \\
\text{eval}([F_1 \text{ op } F_2, s]) &= \text{eval}(F_1, s) \text{ op } \text{eval}(F_2, s) & \text{value}([F_1 \text{ op } F_2]) &= \text{value}(F_1) \text{ op } \text{value}(F_2) \\
\text{eval}([\neg F, s]) &= \neg \text{eval}(F, s) & \text{value}([\neg F]) &= \neg \text{value}(F) \\
\text{eval}([\bigcirc F, s]) &= \text{update}(F, s) & \text{value}([\bigcirc F]) &= \text{update}\{F\} \\
\text{eval}([F_1 \cdot F_2, s]) &= \begin{cases} \text{eval}(F_1, s) \cdot F_2 \text{ if } \text{value}(F_1) = \text{false} \\ (\text{eval}(F_1, s) \cdot F_2) \lor \text{eval}(F_2, s) \text{ otherwise} \end{cases} & \text{value}(F_1 \cdot F_2) &= \text{value}(F_1) \land \text{value}(F_2) \\
\text{update}([\text{true}, s]) &= \text{true} & \text{value}([\text{true}]) &= \text{true} \\
\text{update}([\text{false}, s]) &= \text{false} & \text{value}([\text{false}]) &= \text{false} \\
\text{update}([\text{jexp}, s]) &= \text{jexp} & \text{value}([\text{jexp}]) &= \text{false} \\
\text{update}([F_1 \text{ op } F_2, s]) &= \text{update}(F_1, s) \text{ op } \text{update}(F_2, s) & \text{value}([F_1 \text{ op } F_2]) &= \text{value}(F_1) \text{ op } \text{value}(F_2) \\
\text{update}([\neg F, s]) &= \neg \text{update}(F, s) & \text{value}([\neg F]) &= \neg \text{value}(F) \\
\text{update}([F_1 \cdot F_2, s]) &= \text{update}(F_1, s) \cdot F_2 & \text{value}(F_1 \cdot F_2) &= \text{value}(F_1) \land \text{value}(F_2)
\end{align*}
\]

In the above definitions, $\text{op}$ can be $\land, \lor, \rightarrow$. In most of the definitions we simply propagate the function to the subformulas. However, the concatenation operator is handled in a special way. The $\text{eval}$ of a formula $F_1 \cdot F_2$ on a state $s$ first checks if $\text{value}(F_1)$ is true or not. If the value is true then one can non-deterministically split the trace just before the state $s$. Hence, the evaluation becomes $(\text{eval}(F_1, s) \cdot F_2) \lor \text{eval}(F_2, s)$ where $\lor$ expresses the non-determinism. Otherwise, if the trace cannot be split, the evaluation becomes simply $\text{eval}(F_1, s) \cdot F_2$. The function $\text{update}$ on the formula $F_1 \cdot F_2$ simply
updates the formula $F_1$, as $F_2$ is not affected by the trace that effects $F_1$. At the end of a trace, that $F_1 \cdot F_2$ is satisfied means that the remaining empty trace can be split into two empty traces satisfying respectively $F_1$ and $F_2$; hence the conjunction in $value(F_1 \cdot F_2)$. Since the semantics of $\bigcirc$ is different at the beginning and at the end of a trace, we have to consider the two cases in the definition of $value$ for $\bigcirc F$.

The operator $\bigcirc$ requires special attention. If a formula $F$ is guarded by a previous operator then we evaluate $F$ at every event and use the result of this evaluation in the next state. Thus, the result of evaluating $F$ is required to be stored in some temporary placeholder so that it can be used in the next state. To allocate a placeholder for a $\bigcirc$ operator, we introduce the operator $\text{Previous} : \text{Form} \times \text{Form} \rightarrow \text{Form}$. The second argument for this operator acts as the placeholder. We transform a formula $\bigcirc F$ at the beginning of monitoring as follows:

$$\bigcirc F \rightarrow \text{Previous}(F', value(F'))$$

where $F'$ is the transformed version of $F$

We define $eval$, $update$, and $value$ for $\text{Previous}$ as follows:

$$eval(\text{Previous}(F, past), s) = eval(past, s)$$

$$update(\text{Previous}(F, past), s) = \text{Previous}(update(F, s), eval(F, s))$$

$$value(\text{Previous}(F, past)) = \begin{cases} 
\text{false} & \text{if at the beginning of trace} \\
value(past) & \text{if at the end of trace}
\end{cases}$$

Here, $eval$ of $\text{Previous}(F, past)$ returns the $eval$ of the second argument of $\text{Previous}$, $past$, that contains the evaluation of $F$ in the previous state. In $update$ we not only update the first argument $F'$ but also evaluate $F$ and pass it as the second argument of $\text{Previous}$. Thus in the next state the second argument of $\text{Previous}$, $past$, is bound to $\bigcirc F$. The $value(F')$ that appears in the transformation of $\bigcirc F$ is the value of $F'$ at the beginning of the trace. This takes care of the semantics of $\text{EAGLE}$ at the beginning of a trace.

### 3.2 Monitor Synthesis for Rules

In what follows, $\rho b.H(b)$ denotes a recursive structure where free occurrences of $b$ in $H$ point back to $\rho b.H(b)$. Formally, $\rho b.H(b)$ is a closed form term that denotes a fix-point solution to the equation $x = H(x)$ and hence $\rho b.H(b) = H(\rho b.H(b))$. The open form $H(b)$ denotes a formula with free recursion variable $b$. In structural terms, a solution to $x = H(x)$ can be represented as a graph structure where the leaves, denoted by $x$, point back to the root node of the graph. Our implementation uses this structural solution.

We replace every rule $R$ by an operator $R$ during transformation. For a subformula $R(\overline{F}, \overline{P})$, where the rule $R$ is defined as $\{\max|\min\} \ R(\text{Form} \overline{f}, T \overline{p}) = B$, we transform the subformula as follows:

$$R(\overline{F}, \overline{P}) \rightarrow R(\rho b.B'[\overline{f} \mapsto \overline{F'}], \overline{P})$$

where $B'$ and $F'$ are transformed versions of $B$ and $F$ respectively

$$R(\overline{F}, \overline{P'}) \rightarrow R(b, \overline{P'})$$

where $R(\overline{F}, \overline{P'})$ is a subformula of $B$

The second equation is invoked if a recursion is detected \(^3\); that is while transforming $B$ if $R(\overline{F}, \overline{P'})$ is encountered as a subformula of $B$. Note that here the variable $b$ should

\(^3\) A formal description of recursion detection mechanism can be found in [5].
be a fresh name to avoid possible variable capturing. For example consider the formula
\( \square(x > 0 \rightarrow \exists k(k = x \land \Diamond (z > 0 \land y = k))) \). A specification for this monitor can be presented in EAGLE as follows:

\[
\begin{align*}
\max A(\text{Form } f) &= f \land \Box A(f) \\
\min \text{Ep}(\text{Form } f) &= f \lor \Box \text{Ep}(f) \\
\min \text{Ev(int } k) &= \text{Ep}(z > 0 \land y = k) \\
\text{mon } M &= A(x > 0 \rightarrow \text{Ev}(x))
\end{align*}
\]

The transformed version of \( M \) is as follows:

\[
M' = A(p_{b_1}.((x > 0) \rightarrow \text{Ev}(p_{b_2}.\text{Ep}(p_{b_3}.((z > 0) \land \text{Previous}(\text{Ep}(b_3), \text{false}))), x)) \land \text{Next}(A(b_1)))
\]

The definitions of update, eval and value for \( R \) are as follows:

\[
\begin{align*}
\text{update}(\langle R(p.b.H(b), b), P, s \rangle) &= R(p.b'.\text{update}(\langle H(p.b.H(b), s), P \rangle) \\
\text{update}(\langle R(p.b.H(b), b), P, s \rangle) &= R(p.b', P) \\
&\text{if } R(p.b.H(b), P) \text{ is a subformula of } H(p.b.H(b))
\end{align*}
\]

Here, \( p.b.H(b) \) is first expanded to \( H(p.b.H(b)) \) and then update is applied on it; that is, the body of the rule is updated. The second equation detects a recursion, that is, update of \( H(p.b.H(b)) \) encounters \( R(p.b.H(b), P) \) as a subformula of \( H(p.b.H(b)) \). In that case \( R(p.b', P, P) \) is returned terminating the recursion.

\[
\text{eval}(\langle R(p.b.H(b), b), P, s \rangle) = \text{eval}(\langle H(p.b.H(b))[b \mapsto \text{eval}(\langle P, s \rangle)], s \rangle)
\]

Here, \( p.b.H(b) \) is first expanded to \( H(p.b.H(b)) \) and then any arguments of primitive type are evaluated and substituted in the expansion. The function eval is then applied on the expansion. Note that the result of \( \text{eval}(\langle P, s \rangle) \), where \( P \) is an expression, may be a partially evaluated expression if expressions referred to by some of the variables in \( P \) are partially evaluated. The expression gets fully evaluated once all the variables referred to by the expressions are fully evaluated.

\[
\text{value}(\langle R(B, P) \rangle) = \text{false} \text{ if } R \text{ is minimal} \quad \text{value}(\langle R(B, P) \rangle) = \text{true} \text{ if } R \text{ is maximal}
\]

The value of a max rule is true and that of a min rule is false.

For example, for a sequence of states sequence \( \{x = 0, y = 3, z = 1\}, \{x = 0, y = 5, z = 2\}, \{x = 2, y = 2, z = 0\} \), step-by-step monitoring of the formula \( M' \) on this sequence takes place as follows:

**Step 1:** \( s = \{x = 0, y = 3, z = 1\} \)

\[
F_1 = \text{eval}(\langle F, s \rangle) = A(p_{b_1}.((x > 0) \rightarrow \text{Ev}(p_{b_2}.\text{Ep}(p_{b_3}.((z > 0) \land (y = k) \land \text{Previous}(\text{Ep}(b_3), (3 = k))))), x)) \land \text{Next}(A(b_1)))
\]

Observe that in the above step the second argument of Previous is partially evaluated as the value of \( k \) is not available. The value of \( k \) becomes available when we apply eval on \( \text{Ev} \). At that time eval also replaces the free variable \( k \) appearing in the first argument of \( \text{Ev} \) by the actual value. This replacement can easily be seen if the definition of \( \text{eval} \) of \( \text{Ev} \) is written down.
**Step 2:** \( s = \{ x = 0, y = 5, z = 2 \} \)

\[
F_2 = \text{eval}\langle\langle F_1, s \rangle\rangle = \Delta(\rho b_1.((x > 0) \rightarrow \text{Ev}(\rho b_2.\text{Ep}(\rho b_3.((z > 0) \land (y = k) \lor \text{Previous}(\text{Ep}(b_3), (3 = k) \lor (5 = k))), x)) \land \text{Next}(\Delta(b_1)))
\]

**Step 3:** \( s = \{ x = 2, y = 2, z = 0 \} \)

\[
F_3 = \text{eval}\langle\langle F_2, s \rangle\rangle = \text{false}
\]

Thus the formula is violated on the third state of the trace.

### 4 Implementation and Experiments

We have implemented this monitoring framework in Java. The implemented system works in two phases. First, it compiles the specification file to generate a set of Java classes; a class is generated for each rule. Second, the Java class files are compiled into Java bytecode and then the monitoring engine runs on a trace; the engine dynamically loads the Java classes for rules at monitoring time.

Our implementation of propositional logic uses the decision procedure of Hsiang [15]. The procedure reduces a tautological formula to the constant true, a false formula to the constant false, and all other formulas to canonical forms which are exclusive or (⊕) of conjunctions. The procedure is given below using equations that are shown to be Church-Rosser and terminating modulo associativity and commutativity.

\[
\begin{align*}
\text{true} \land \phi &= \phi \\
\text{false} \land \phi &= \text{false} \\
\phi \land \phi &= \phi \\
\text{false} \lor \phi &= \phi \\
\phi \lor \phi &= \text{false} \\
\neg \phi &= \text{true} \lor \phi \\
\phi_1 \rightarrow \phi_2 &= \text{true} \lor \phi_1 \lor (\phi_1 \land \phi_2) \\
\phi_1 \equiv \phi_2 &= \text{true} \lor \phi_1 \lor \phi_2
\end{align*}
\]

The above equations ensure that the size of a formula is small. In the translational phase, a Java class is generated for each rule in the specification. The Java class contains a constructor, a value method, an eval method, and a update method corresponding to the value, eval and update operators in the calculus. The arguments are made fields in the class and they are initialized through the constructor. The choice of generating Java classes for the rules was made in order to achieve an efficient implementation. To handle partial evaluation we wrap every Java expression in a Java class. Each of those classes contains a method isAvailable() that returns true whenever the Java expression representing that class is fully evaluated and returns false otherwise. The class also stores, as fields, the different other Java expression objects corresponding to the different variables (formula variables and state variables) that it uses in its Java expression. Once all those Java expressions are fully evaluated, the object for the Java expression evaluates itself and any subsequent call of isAvailable() on this object returns true.

Once all the Java classes have been generated, the engine compiles all the generated Java classes, creates a list of monitors (which are also formulas) and starts monitoring all of them. During monitoring the engine takes the states from the trace, one by one, and evaluates the list of monitors on each to generate another list of formulas that become the new monitors for the next state. If at any point a monitor (a formula) becomes false an error message is generated and that monitor is removed from the list. At the end of
Eagle has been applied to test a planetary rover controller in a collaborative effort with other colleagues, see [2] for an earlier similar experiment using a simpler logic. The rover controller, written in 35,000 lines of C++, executes action plans. The testing environment, consists of a test-case generator, automatically generating input plans for the controller. Additionally, for each input plan a set of temporal formulas is generated that the plan execution should satisfy. The controller is executed on the generated plans and the implementation of Eagle is used to monitor that execution traces satisfy the formulas. The automated testing system found a missing feature that had been overlooked by the developers: the lower bounds on action execution duration were not checked by the implementation, causing some executions to succeed while they in fact should fail due to the too early termination of some action execution. The temporal formulas, however, correctly predicted failure in these cases. This error showed up later during actual rover operation before it was corrected.

5 Conclusion and Future Work

We have presented the succinct and powerful logic Eagle, based on recursive parameterized rule definitions over three primitive temporal operators. We have indicated its power by expressing some other sophisticated logics in it. Initial experiments have been successful. Future work includes: optimizing the current implementation; supporting user-defined surface syntax; associating actions with formulas; and incorporating automated program instrumentation.
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Abstract. The parametric shape analysis framework of Sagiv, Reps, and Wilhelm \cite{45,46} uses three-valued structures as dataflow lattice elements to represent sets of states at different program points. The recent work of Yorsh, Reps, Sagiv, Wilhelm \cite{48,50} introduces a family of formulas in (classical, two-valued) logic that are isomorphic to three-valued structures \cite{46} and represent the same sets of concrete states.

In this paper we introduce a larger syntactic class of formulas that has the same expressive power as the formulas in \cite{48}. The formulas in \cite{48} can be viewed as a normal form of the formulas in our syntactic class; we give an algorithm for transforming our formulas to this normal form. Our formulas make it obvious that the constraints are closed under all boolean operations and therefore form a boolean algebra. Our algorithm also gives a reduction of the entailment and the equivalence problems for these constraints to the satisfiability problem.
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1 Introduction

Background. Shape analysis \cite{46,32,22,20,12,16,15,9,37,27} is a technique for statically analyzing programs that manipulate dynamically allocated data structures, and is important for precise reasoning about programs written in modern imperative programming languages. Parametric shape analysis \cite{45,46} is a framework that can be instantiated to provide a variety of precise shape analyses. We can describe this approach informally as follows. The concrete program state is a two-valued structure, that is, a finite relational structure \((U^\sharp, \iota^\sharp)\), which maps, for example, a binary relation symbol \(r\) to a binary relation \(\iota^\sharp(r) : U^\sharp \times U^\sharp \rightarrow \{0, 1\}\).

To represent a potentially infinite set of concrete program states, \cite{46} uses finite three-valued structures, which are relational structures in three-valued logic \cite{24,38}. A three-valued structure \((U, \iota)\) maps a binary relation symbol \(r\) to a three-valued relation \(\iota(r) : U \times U \rightarrow \{\{0\}, \{1\}, \{0, 1\}\}\). Three-valued structures generalize the graphs used in several previous shape analyses \cite{44,22,9}.

⋆ This research was supported in part by DARPA Contract F33615-00-C-1692, NSF Grant CCR00-86154, NSF Grant CCR00-63513, and the Singapore-MIT Alliance.
The elements of the domain $U$ of a three-valued structure $⟨U, υ⟩$ represent disjoint non-empty sets of objects. Given two such sets $A$ and $B$, we can compute the three-valued relation by $υ(r)(A, B) = \{υ^*(r)(a, b) \mid a ∈ A ∧ b ∈ B\}$. As observed in [48, 50], the fact $υ(r)(A, B) = \{0\}$ means that the formula $¬∃x∃y.A(x) ∧ B(y) ∧ r(x, y)$ holds on the two-valued structure $⟨U^*, υ^*⟩$. Similarly, the fact $υ(r)(A, B) = \{1\}$ means that $¬∃x∃y.A(x) ∧ B(y) ∧ ¬r(x, y)$ holds, whereas $υ(r)(A, B) = \{0, 1\}$ means that both $∃x∃y.A(x) ∧ B(y) ∧ r(x, y)$ and $∃x∃y.A(x) ∧ B(y) ∧ ¬r(x, y)$ hold. As a result, any three-valued structure can be described by a corresponding formula in first-order logic [50]. In this paper we take a closer look at the class of formulas that arise when characterizing the meaning of three-valued structures. We characterize such formulas as the set of all boolean combinations of certain simple formulas, such as $∃x∃y.A(x) ∧ B(y) ∧ r(x, y)$ (see Definition 5). As a result, we establish that the meaning of three valued structures (under the tight concretization semantics [50, Chapter 7]) is closed under all boolean operations and therefore forms a boolean algebra.

**Characterizing structures using formulas.** The characterization of three-valued structures using formulas in first-order logic is presented for the first time in [48,50]. Section 3.1 of [48] explains that the semantics of general three-valued structures can represent the existence of graph coloring. As a result, first-order structures in general are not definable using first-order logic, but require the use of monadic second-order logic [48, Section 4]. However, an interesting class of three-valued structures can be represented using first-order logic [48, Section 3.2], in particular, this is the case for bounded structures. Two versions of the semantics for three-valued structures are of interest: the standard concretization [45, Definition 3.5], [48, Chapter 3] and the tight concretization [48, Chapter 7] (the latter corresponding to the canonical abstraction [45, Definition 3.6]). One can view the characteristic formulas for canonical abstraction of [48, Chapter 7] as the starting point for the class of formulas in this paper: we show how to allow a richer syntactic class of formulas, and give an algorithm for converting these formulas to the characteristic formulas for canonical abstraction.

We have previously studied regular graph constraints [29, 28], inspired by the semantics of role analysis [25, 27, 26]. Regular graph constraints abstract the notion of graph summaries where nodes do not have a unique abstraction criterion. In [28, 29] we observe that such constraints can be equivalently characterized using graphs summaries and using existential monadic second-order logic formulas. Somewhat surprisingly, whereas the satisfiability of regular graph constraints is decidable [29, Section 2.4], the entailment and the equivalence of regular graph constraints are undecidable [29, Section 3], [28]. These properties of regular graph constraints are in contrast to the nice closure properties of the boolean shape analysis constraints of the present paper.

### 1.1 Contributions

**Main result.** The main result of this paper is a new syntactic class of formulas that characterize the meaning of three-valued structures under tight concretiza-
tion. The new syntactic class is defined as the set of all boolean combinations of formulas of a certain form. The proof of the equivalence of the new syntactic class and previously introduced characteristic formulas for canonical abstraction [48] is a normalization algorithm that transforms formulas in our syntactic class to the characteristic formulas for canonical abstraction (which are isomorphic to three-valued structures). Our characterization immediately implies that the constraints expressible as the meaning of three-valued structures are closed under all boolean operations, we thus call them “boolean shape analysis constraints”.

**Consequences of boolean closure.** The resulting closure properties of boolean shape analysis constraints have several potential uses. The closure under disjunction is necessary for fixpoint computations in dataflow analysis and can easily be computed even for three-valued structures (by taking the union of sets of three-valued structures). What our results show is that boolean shape analysis constraints are also closed under conjunction and negation.

The conjunction of constraints is needed, for example, in compositional inter-procedural shape analysis, which computes the relation composition of relations on states. Conjunction allows the analysis to simultaneously retain the call-site specific information that the callee preserves across the call, and the postcondition which summarizes the actions of the callee.

The negation of constraints is useful for expressing deterministic branches in control-flow graphs. For example, an if statement with the condition \( c \) results in conjoining the dataflow fact \( d \) to yield \( d \land c \) in the **then** branch, and \( d \land \neg c \) in the **else** branch. Similarly, the \texttt{assert}(c) statement, which is an important mechanism for program specification, has (in the relational semantics) the condition \( \neg c \) for the branch which leads to an error state.

Finally, the closure under negation implies that both the implication and the equivalence of shape analysis constraints are reducible to the satisfiability of shape analysis constraints. The implication problem is important in compositional shape analysis which uses assume/guarantee reasoning to show that a procedure conforms to its specification.

**Decidability of constraints.** The closure of boolean shape analysis constraints under boolean operations holds in the presence of arbitrary instrumentation predicates [46, Section 5]. What the particular choice of instrumentation predicates determines is whether the satisfiability problem for the constraints is decidable. If the satisfiability problem for three-valued structures with a particular choice of instrumentation predicates is decidable, our normalization algorithm yields an algorithm for the satisfiability problem of formulas in the richer syntactic class, which, by closure under boolean operations, gives an algorithm for deciding the entailment and the equivalence of boolean shape analysis constraints.

**Consequences for program annotations.** The ability to write program annotations can greatly improve the effectiveness of static analysis, but the representation of program properties in the program analysis is often different from the representation of program properties that is appropriate for program anno-
tations. On the one hand, to synthesize invariants using fixpoint computation, program analysis often uses a finite lattice of program properties. On the other hand, program annotations should be expressed in some convenient, well-known notation, such as a variation of first-order logic. A program analysis that utilizes program specifications must bridge the gap between the analysis representation and the program annotations, for example, by providing a translation from a logic-based annotation language to the analysis representation. The translation from the full first-order logic to three-valued structures is equivalent to first-order theorem proving, and is therefore undecidable. Because we restrict our attention to formulas of a particular form, we are able to find a (complete and sound) decision procedure for generating three-valued structures that have the same meaning as these formulas. The existence of this information-preserving translation algorithm indicates that our formulas have the same expressive power as three-valued structures. Nevertheless, our formulas are more flexible than the direct use of three-valued structures (or formulas isomorphic to three-valued structures). For example, our formulas may use sets that are potentially intersecting or empty, while the summary nodes of three-valued structures represent disjoint, non-empty sets of nodes.

In addition to the benefits for writing program annotations, the richer syntactic class of formulas is potentially useful for analysis representations. A set of three-valued structures corresponds to a disjunctive normal form; alternative representations for three-valued structures may be more appropriate in some cases.

2 Preliminaries

We mostly follow the setup of [46]. Let $A$ be a finite set of unary relation symbols (with a typical element $A \in A$) and $F$ a finite set of binary relation symbols (with a typical element $f \in F$). For simplicity, we consider only unary and binary relation symbols, which are usually sufficient for modelling dynamically allocated structures. A two-valued structure is a pair $S^2 = (U^2, \iota^2)$ where $U^2$ is a finite non-empty set (of “concrete individuals”), $\iota^2(A) \in U^2 \to \{0, 1\}$ for $A \in A$, and $\iota^2(f) \in (U^2)^2 \to \{0, 1\}$ for $f \in F$. Let 2-STRUCT be the set of all two-valued structures. A three-valued structure is a pair $S = \langle U, \iota \rangle$ where $U$ is a finite non-empty set (of “abstract individuals”), $\iota(A) \in U \to \{0\}, \{1\}, \{0, 1\}$ for $A \in A$ and and $\iota(f) \in U^2 \to \{0\}, \{1\}, \{0, 1\}$ for $f \in F$. Let 3-STRUCT denote the set of all three-valued structures. If $S^2$ is a two-valued structure and $F$ a closed formula in first-order logic, then $[F]^{S^2} \in \{0, 1\}$ denotes the truth-value of $F$ in $S^2$, and $\gamma^2_F(F) = \{S^2 \in 2-\text{STRUCT} \mid [F]^{S^2} = 1\}$ is the set of models of $F$. If $C$ is a set of formulas, then models[C] = $\{\gamma^2_F(F) \mid F \in C\}$ is the set of sets of models of formulas from $C$. Let $A_1 \subseteq A$ be a finite subset of unary predicates. We call elements of $A_1$ abstraction predicates. An $A_1$-bounded

An alternative approach proposes the use of theorem provers to synthesize three-valued structures from arbitrary first-order formulas [49,49,40,41], [48, Chapter 6].
structure is three-valued structure $\langle U, \iota \rangle$ for which the following two conditions hold: 1) $\iota(A)(u) \in \{\{0\}, \{1\}\}$ for all $A \in \mathcal{A}_1$ and all $u \in U$; 2) if $u_1, u_2 \in U$ and $u_1 \neq u_2$ then $\iota(A)(u_1) \neq \iota(A)(u_2)$ for some $A \in \mathcal{A}_1$. The following definition of tight concretization corresponds to [48, Chapter 7], [45, Definition 3.6].

**Definition 1 (Tight Concretization).** Let $S^\sharp = \langle U^\sharp, \iota^\sharp \rangle$ be a two-valued structure, let $S = \langle U, \iota \rangle$ be a three-valued structure, and let $h : U^\sharp \to U$ be a surjective total function. We write $S^\sharp \sqsubseteq_T S$ iff

1. for every $A \in \mathcal{A}$ and $u \in U$: $\iota(A)(u) = \{\iota^\sharp(A)(u^\sharp) \mid h(u^\sharp) = u\};$

2. for every $f \in \mathcal{F}$ and $u_1, u_2 \in U$:

   $$\iota(f)(u_1, u_2) = \{\iota^\sharp(f)(u_1^\sharp, u_2^\sharp) \mid h(u_1^\sharp) = u_1 \land h(u_2^\sharp) = u_2\}$$

We write $S^\sharp \sqsubseteq_T S$ iff there exists a surjective total function $h$ such that $S^\sharp \sqsubseteq_T S$, and in that case we call $h$ a homomorphism. The tight concretization of a three-valued structure $S$, denoted $\gamma_T(S)$, is given by: $\gamma_T(S) = \{S^\sharp \mid S^\sharp \sqsubseteq_T S\}$. We extend $\gamma_T$ to $\gamma_T^\sharp$ that acts on sets of three-valued structures so that the set denotes a disjunction: $\gamma_T^\sharp(S) = \bigcup_{S \in \mathcal{S}} \gamma_T(S)$. The set of sets of two-valued structures definable via three-valued structure with tight concretization is $\text{models}[T_2] = \{\gamma_T^\sharp(S) \mid S \text{ a finite set of } \mathcal{A}_1\text{-bounded three-valued structures}\}$. We call the set of sets $\text{models}[T_2]$ boolean shape analysis constraints (the results of this paper justify to the name).

If $A \in \mathcal{A}$ and $\alpha \in \{0, 1\}$ then $A^\alpha$ is defined by $A^1 = A$ and $A^0 = \neg A$. A cube over $\mathcal{A}_1$ (or just “cube” for short) is an expression $P(x)$ of the form $A_{\alpha_1}^1(x) \land \ldots \land A_{\alpha_q}^q(x)$ where $\alpha_1, \ldots, \alpha_q \in \{0, 1\}$.

**Definition 2 (TR$_1$-literal).** Let $P_1(x), P_2(x)$ range over cubes over $\mathcal{A}_1$, let $A$ range over elements of $\mathcal{A} \setminus \mathcal{A}_1$, and let $f$ range over $\mathcal{F}$. A TR$_1$-atomic-formula is a formula of one of the following forms:

<table>
<thead>
<tr>
<th>Formula</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\exists x. \ P_1(x)$</td>
<td>existential quantification</td>
</tr>
<tr>
<td>$\exists x. \ P_1(x) \land A(x)$</td>
<td>conjunction</td>
</tr>
<tr>
<td>$\exists x. \ P_1(x) \land \neg A(x)$</td>
<td>negation</td>
</tr>
<tr>
<td>$\exists x \exists y. \ P_1(x) \land P_2(y) \land f(x, y)$</td>
<td>existential quantification</td>
</tr>
<tr>
<td>$\exists x \exists y. \ P_1(x) \land P_2(y) \land \neg f(x, y)$</td>
<td>conjunction</td>
</tr>
</tbody>
</table>

A TR$_1$-literal is a TR$_1$-atomic-formula or its negation.

TR$_1$-formulas correspond to formulas in [48, Chapter 7]. TR$_1$-formulas satisfy syntactic invariants that make them isomorphic to three-valued structures with tight-concretization semantics.

**Definition 3 (TR$_1$-formulas).** Let $P(x), P_1(x), P_2(y)$ denote cubes over $\mathcal{A}_1$. A canonical conjunction of TR$_1$ literals is a conjunction of TR$_1$-literals that satisfies all of the following properties:

P1. for each $P(x)$ a cube over $\mathcal{A}_1$, exactly one of the conjuncts $\exists x. P(x)$ and $\neg \exists x. P(x)$ occurs;
P2. there is at least one cube \( P(x) \) such that the conjunct \( \exists x. P(x) \) occurs in the conjunction;

P3. if the conjunct \( \neg \exists x. P(x) \) occurs, then this conjunct is the only occurrence of the cube \( P(x) \) (and the cube \( P(y) \)) in the conjunction;

P4. for each cube \( P(x) \) such that \( \exists x. P(x) \) occurs, and each \( A \in A \setminus A_1 \), exactly one of the following three conditions holds:
   1. \( \neg \exists x. P(x) \wedge A(x) \) occurs in the conjunction,
   2. \( \neg \exists x. P(x) \wedge \neg A(x) \) occurs in the conjunction,
   3. both \( \exists x. P(x) \wedge A(x) \) and \( \exists x. P(x) \wedge \neg A(x) \) occur in the conjunction;

P5. for every two cubes \( P_1(x) \) and \( P_2(y) \) such that the conjuncts \( \exists x. P_1(x) \) and \( \exists x. P_2(x) \) occur, and for every \( f \in F \), exactly one of the following three conditions holds:
   1. \( \neg \exists x \exists y. P_1(x) \wedge P_2(y) \wedge f(x, y) \) occurs in the conjunction;
   2. \( \neg \exists x \exists y. P_1(x) \wedge P_2(y) \wedge \neg f(x, y) \) occurs in the conjunction;
   3. both \( \exists x \exists y. P_1(x) \wedge P_2(y) \wedge f(x, y) \) and \( \exists x \exists y. P_1(x) \wedge P_2(y) \wedge \neg f(x, y) \) occur in the conjunction.

A TR\(_1\)-formula is a disjunction of canonical conjunctions of TR\(_1\)-literals.

A small difference between TR\(_1\)-formulas and formulas in [48, Definition 7.3.3, Page 31] is that [48, Definition 7.3.3, Page 31] does not contain conjuncts of the form \( \neg \exists x. P(x) \) stating the emptiness of each empty cube, but instead contains one conjunct of the form \( \forall x. \bigvee_p P(x) \) where \( P \) ranges over all non-empty cubes.

The following Proposition 4 shows that TR\(_1\) formulas capture precisely the meaning of three-valued structures under tight concretization. The proof of Proposition 4 was first presented in [48, Appendix B] (and reviewed in [31, Page 9]). The proof shows that TR\(_1\) formulas and bounded three-valued structures can be viewed as different notations for the same mathematical structure.

**Proposition 4.** \( \text{models}[TR_1] = \text{models}[T_2] \)

### 3 A New Characterization of Three-Valued Structures

Definition 5 introduces the new syntactic class of formulas characterizing three-valued structures under tight concretization semantics. Theorem 6 gives a constructive proof of the correctness of the characterization.

**Definition 5 (TR\(_4\)-formulas).** Let \( B_1(x), B_2(y) \) be range over arbitrary boolean combinations of elements of \( A_1 \), let \( Q(x) \) range over disjunctions of literals of form \( A(x) \) and \( \neg A(x) \) where \( A \in A \setminus A_1 \), and let \( g(x, y) \) range over disjunctions of literals of the form \( f(x, y) \) and \( \neg f(x, y) \) where \( f \in F \).

A TR\(_4\)-atomic-formula is a formula of one of the following forms:

1. \( \exists x. B_1(x) \)
2. \( \exists x. B_1(x) \wedge Q(x) \)
3. \( \exists x \exists y. B_1(x) \wedge B_2(y) \wedge g(x, y) \)
Fig. 2. Transforming TR\textsubscript{4}-literals into TR\textsubscript{1}-literals.

Ensure each of the Properties of Definition 3 by applying the appropriate rules:

\begin{enumerate}[P1.]
    \item \((\exists x. P(x)) \land (\neg \exists x. P(x)) \rightarrow \text{false}\)
    \hspace{1em} \text{true} \rightarrow (\exists x. P(x)) \lor (\neg \exists x. P(x))
    \item \(\bigwedge_{P \in \text{cubes}} \neg \exists x. P(x) \rightarrow \text{false}\)
    \item \((\neg \exists x. P(x)) \land (\exists x. P(x) \land Q(x)) \rightarrow \text{false}\)
    \hspace{1em} (\neg \exists x. P(x)) \land (\exists x \exists y. P(x) \land Q(x, y)) \rightarrow \text{false}\)
    \hspace{1em} (\neg \exists x. P(x)) \land (\exists x \exists y. P(y) \land Q(x, y)) \rightarrow \text{false}\)
    \hspace{1em} (\neg \exists x. P(x)) \land (\neg \exists x. P(x) \land Q(x)) \rightarrow \neg \exists x. P(x)\)
    \hspace{1em} (\neg \exists x. P(x)) \land (\neg \exists x \exists y. P(x) \land Q(x, y)) \rightarrow \neg \exists x. P(x)\)
    \item \((\exists x. P(x) \land Q(x)) \land (\neg \exists x. P(x) \land Q(x)) \rightarrow \text{false}\)
    \hspace{1em} (\neg \exists x. P(x) \land A(x)) \land (\neg \exists x. P(x) \land \neg A(x)) \rightarrow \neg \exists x. P(x)\)
    \hspace{1em} \text{true} \rightarrow (\neg \exists x. P(x) \land A(x)) \lor
    \hspace{1em} (\neg \exists x. P(x) \land \neg A(x)) \lor
    \hspace{1em} (\exists x. P(x) \land A(x)) \land (\exists x. P(x) \land \neg A(x))\)
    \hspace{1em} \text{+rules for P3}\)
    \item \((\exists x \exists y. P_1(x) \land P_2(y) \land Q(x, y)) \land (\neg \exists x \exists y. P_1(x) \land P_2(y) \land Q(x, y)) \rightarrow \text{false}\)
    \hspace{1em} (\neg \exists x \exists y. P_1(x) \land P_2(y) \land f(x, y)) \land (\neg \exists x \exists y. P_1(x) \land P_2(y) \land \neg f(x, y)) \rightarrow
    \hspace{1em} (\neg \exists x. P_1(x)) \lor (\neg \exists y. P_2(y))\)
    \hspace{1em} \text{true} \rightarrow (\neg \exists x \exists y. P_1(x) \land P_2(y) \land f(x, y)) \lor
    \hspace{1em} (\neg \exists x \exists y. P_1(x) \land P_2(y) \land \neg f(x, y)) \lor
    \hspace{1em} (\exists x \exists y. P_1(x) \land P_2(y) \land f(x, y)) \land (\exists x \exists y. P_1(x) \land P_2(y) \land \neg f(x, y))\)
    \hspace{1em} \text{+rules for P3}\)
\end{enumerate}

Fig. 2. Transforming a conjunction of TR\textsubscript{1}-literals into a canonical conjunction of TR\textsubscript{1}-literals.
1. apply the rules in Figure 1 to transform the $TR_4$-formula into a boolean combination of $TR_1$-literals;
2. transform the formula into a disjunction of conjunctions of $TR_1$-literals;
3. apply the rules in Figure 2 to transform each conjunction of $TR_1$-literals into a canonical conjunction of $TR_1$-literals, while keeping the formula in disjunctive normal form.

Fig. 3. Normalization algorithm for transforming $TR_4$-formulas into $TR_1$-formulas.

A $TR_4$-literal is a $TR_4$-atomic-formula or its negation. A $TR_4$-formula is a boolean combination of $TR_4$-atomic-formulas.

Theorem 6. Algorithm sketched in Figures 3, 1, 2 converts a $TR_4$-formula into an equivalent $TR_1$-formula in a finite number of steps.

Corollary 7. $\text{models}[TR_4] = \text{models}[TR_1] = \text{models}[T_2]$.

By definition, $TR_4$-formulas are closed under all boolean operations.

Corollary 8. 1. The family of sets $\text{models}[T_2]$ forms a boolean algebra of sets which is a subalgebra of the boolean algebra of all subsets of 2-STRUCT.
2. There is an algorithm that constructs, given two finite sets of bounded three-valued structures $S_1$ and $S_2$, a finite set of bounded three-valued structures $S_3$ such that $\gamma^*_T(S_1) \subseteq \gamma^*_T(S_2)$ iff $\gamma^*_T(S_3) = \emptyset$.
3. There is an algorithm that constructs, given two finite sets of bounded three-valued structures $S_1$ and $S_2$, a finite set of bounded three-valued structures $S_3$ such that: $\gamma^*_T(S_1) = \gamma^*_T(S_2)$ iff $\gamma^*_T(S_3) = \emptyset$.

Note. Every $TR_4$-formula with the set of abstraction predicates $A_1 \subseteq A$ is also a $TR_4$ formula with the set of abstraction predicates $A_1 = A$. When $A = A_1$, then the class of $TR_4$-formulas can be defined simply as boolean combinations of formulas 1) $\exists x. B_1(x)$, and 2) $\exists x \exists y. B_1(x) \land B_2(y) \land g(x, y)$ where $B_1(x)$, $B_2(y)$ are boolean combinations of literals of the form $A(x)$ and $A(y)$ for $A \in A$, and $g(x, y)$ ranges over disjunctions of literals of the form $f(x, y)$ and $\neg f(x, y)$ for $f \in F$.

4 Decidability of Independent Predicates

We next examine the decidability of the questions of the form: “Given sets $A$ and $F$ and a $TR_1$-formula $F$ over predicates $A$ and $F$, is $F$ satisfiable?” (Note that the sets $A$ and $F$ are part of the input to the decision procedure; for fixed finite sets $A$ and $F$ there are finitely many three-valued structures, so the decision problem would be trivial.) It turns out that satisfiability of $TR_1$-formulas over 2-STRUCT is decidable because the family of $TR_1$-formulas over 2-STRUCT has small model property. It is easy to construct a model $\langle U^z, \iota^z \rangle$ of a canonical conjunction of $TR_1$-literals by introducing at most two elements of the domain $U$ for each non-empty cube.
**Proposition 9.** Let $F$ be a canonical conjunction of $TR_1$-literals and let the number of cubes $P(x)$ over $A_1$ such that $\exists x.P(x)$ occurs in $F$ be $n$. Then there exists a two-valued structure $S^2 = \langle U^2, \pi^2 \rangle$ such that $|U^2| = 2n$ and $F$ is true in $S^2$.

**Corollary 10.** $\gamma_T^+(S) = \emptyset$ iff $S = \emptyset$.

**Corollary 11.** The following questions are decidable for sets $S_1, S_2$ of three-valued structures: 1) $\gamma_T^+(S_1) = \emptyset$; 2) $\gamma_T^+(S_1) \subseteq \gamma_T^+(S_2)$; 3) $\gamma_T^+(S_1) = \gamma_T^+(S_2)$.

## 5 Structures with Defined Predicates

Previous sections interpret three-valued structures and formulas over the set 2-STRUCT of all two-valued structures. In general, it is useful to interpret three-valued structures and formulas over some subset 2-CSTRUCT $\subseteq$ 2-STRUCT of compatible two-valued structures [46, Page 268]. The meaning of tight concretization with respect to 2-CSTRUCT is $c\gamma_T^+(S) = \gamma_T^+(S) \cap$ 2-CSTRUCT and we let $\text{models}[cT_2]$ denote the set of all $c\gamma_T^+(S)$ for all finite sets of bounded three-valued structures. To characterize the meaning of three-valued structures over 2-CSTRUCT, for each class of formulas $TR_i$ we introduce the corresponding class $cTR_i$ by conjoining the formulas with a first-order formula $F_\psi$ that characterizes the subset 2-CSTRUCT. It then follows $\text{models}[cTR_i] = \{S^2 \cap \text{2-CSTRUCT} \mid S^2 \in \text{models}[TR_i]\}$. Hence, $\text{models}[cTR_4]$ is a subalgebra of the boolean algebra of subsets of 2-CSTRUCT, its sets are subsets of elements of $\text{models}[TR_4]$, and the following generalization of Corollary 11 holds.

**Corollary 12.** Assume that the satisfiability for three-valued structures interpreted over 2-CSTRUCT using tight concretization is decidable. Then the entailment and the equivalence of three-valued structures interpreted over 2-CSTRUCT using tight concretization are also decidable.

## 6 Further Related Work

Researchers have proposed several program checking techniques based on dataflow analysis and symbolic execution [13, 19, 4, 8, 10, 6, 35]. The primary strength of shape analysis compared to the alternative approaches is the ability to perform sound and precise reasoning about dynamically allocated data structures.

Our work follows the line of shape analysis approaches which view the program as operating on concrete graph structures [46, 22, 9, 32, 20, 16, 15, 37, 27]. An alternative approach is to identify each heap object using the set of paths that lead to the object [12, 18, 7]. Other notations for reasoning about the heap include spatial logic [21] and alias types [47]. In the past we have seen a contrast between the approach to verification of dynamically allocated data structures based on
Hoare logic [37, 21, 14], and the approach based on manipulation of graph summaries [32, 9, 22, 16]. The work [20] and especially [45] are important steps in bringing these two views together. Along with the recent work [40, 49, 50, 48] our paper makes further contributions to unifying these two approaches.

The parametric framework for shape analysis is presented in [45, 46]. A systematic presentation of three-valued logic with equality is given in [38]. A description of a three-valued logic analyzer TVLA is in [33], an extension to interprocedural analysis is in [43, 42], and the use of shape analysis for program verification is demonstrated in [34]. A finite differencing approach for automatically computing transfer functions for analysis is presented in [39]. A shape analysis tool must ultimately take into account the definitions of instrumentation predicates, which requires some form of theorem proving or decision procedures. The original work [46, Page 272] uses rules based on Horn clauses for such reasoning, whereas [40, 49, 50, 48] (see Section 1) propose the use of theorem provers and decision procedures. In this paper we have identified one component of the problem that is always decidable and useful: it is always possible to reduce entailment and equivalence problems to the satisfiability problem. Of great importance for taking advantage of our result, as well as the results of [40, 49, 50, 48], are decidable logics that can express heap properties. Among the promising such logics are monadic second-order logic of trees [23], the logic $L_r$ [4], and role logic [30].

It is possible to apply predicate abstraction techniques [3, 2, 17] to perform shape analysis; the view of three-valued structures as boolean combinations of constraints of certain form may be beneficial for this direction of work and enable the easier application of representations such as binary decision diagrams [11, 5, 36]. The boolean algebra of state predicates and predicate transformers has been used successfully as the foundation of refinement calculus [1]. In this paper we have identified a particular subalgebra of the boolean algebra of all state predicates; we view this boolean algebra as providing the foundation of shape analysis.

7 Conclusions and Future Work

We have presented a new characterization of the constraints used as dataflow facts in parametric shape analysis. Our characterization represents these dataflow facts as boolean combinations of formulas. Among the useful consequences of the closure of boolean shape analysis constraints under all boolean operations is the fact that the entailment and the equivalence of these constraints is reducible to the satisfiability of the constraints.

In this paper we have focused on the tight-concretization semantics of three-valued structures. In the full version of the paper [31] we additionally show similar results for standard-concretization semantics of three-valued structures, with one important difference: the resulting constraints are closed under conjunction and disjunction, but not under negation. In fact, the least boolean algebra generated by those constraints is precisely the boolean algebra of boolean shape analysis constraints.
We view the results of this paper as a step in further understanding of the foundations of shape analysis. To make the connection with [46], this paper starts with three-valued structures and proceeds to characterize the structures using formulas. An alternative approach is to start with formulas that express the desired properties and then explore efficient ways of representing and manipulating these formulas. We believe that the entire framework [46] can be reformulated using canonical forms of formulas instead of three-valued structures. We also expect that the idea of viewing dataflow facts as canonical forms of formulas is methodologically useful in general, especially for the analyses that verify complex program properties.
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**Appendix: Example**

Figure 4 illustrates the use of boolean shape analysis constraints and their closure properties. The left column introduces a set of constraints that provide a partial specification of an operation that removes some elements from a list. The right column shows that the conjunction of these constraints is a TR4-formula. In this example \( A_1 = A = \{A_l, A_r, A_{0\rightarrow}\} \) and \( F = \{f\} \). The predicate \( A_l \) represents the...
object referenced by a local variable. The predicate $A_{r0}$ denotes the set of nodes reachable from the local variable in the initial state, whereas the predicate $A_r$ denotes the set of nodes reachable from the local variable in the final state of the operation. The binary relation $f$ represents the value of the "next" pointer of the list in the final state. The meaning of the constraints is the following: $C_1$) the first element of the list has no incoming references; $C_2$) the list has at least two elements; $C_3$) the object referenced by local variable is reachable from the local variable in both pre- and post- state; $C_4$) following reachable nodes along the $f$ field yields reachable nodes; $C_5$) all nodes are reachable; $C_6$) the data structure operation only removes elements from the set, it does not add any elements.

Consider the question whether the formula $C_7$ in Figure 4 is a consequence of the conjunction of constraints $\bigwedge_{i=1}^6 C_i$. Transform the formula $\neg C_7 \land \bigwedge_{i=1}^6 C_i$ into a TR$_1$-formula using our normalization algorithm in Figure 3. The result is the set of counterexamples in Figure 5 (represented as three-valued structures). These counterexamples show that the formula $C_7$ is not a consequence of the constraints in Figure 4, and show the set of scenarios in which the violation of formula $C_7$ can occur.

\begin{align*}
C_1 & : \forall y. A_i(y) \Rightarrow \neg \exists x. f(x, y) \quad \neg \exists x. \exists y. A_i(y) \land f(x, y) \\
C_2 & : \exists x \exists y. A_i(x) \land \neg A_i(y) \land f(x, y) \\
C_3 & : \forall x. A_i(x) \Rightarrow A_r(x) \land A_{r0}(x) \\
C_4 & : \forall x \forall y. A_r(x) \land f(x, y) \Rightarrow A_r(y) \\
C_5 & : \forall x. A_i(x) \lor A_r(x) \lor A_{r0}(x) \\
C_6 & : \forall x. A_r(x) \Rightarrow A_{r0}(x)
\end{align*}

$C_7 : \forall x \forall y. \neg A_i(x) \land \neg A_r(x) \land f(x, y) \Rightarrow \neg A_r(y)$

**Fig. 4.** Example verification of entailment of boolean shape analysis constraints.

**Fig. 5.** Counterexample structures for the entailment of constraints in Figure 4. There are $2 \cdot 3 \cdot 3$ counterexample three-valued structures, for different values of edges.
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Abstract. Symbolic model checking methods have been extended recently to the verification of probabilistic systems. However, the representation of the transition matrix may be expensive for very large systems and may induce a prohibitive cost for the model checking algorithm. In this paper, we propose an approximation method to verify quantitative properties on discrete Markov chains. We give a randomized algorithm to approximate the probability that a property expressed by some positive LTL formula is satisfied with high confidence by a probabilistic system. Our randomized algorithm requires only a succinct representation of the system and is based on an execution sampling method. We also present an implementation and a few classical examples to demonstrate the effectiveness of our approach.

1 Introduction

In this paper, we address the problem of verifying quantitative properties on discrete time Markov chains (DTMC). We present an efficient procedure to approximate model checking of positive LTL formulas on probabilistic transition systems. This procedure decides if the probability of a formula over the whole system is greater than a certain threshold by sampling finite execution paths. It allows us to verify monotone properties on the system with high confidence. For example, we can verify a property such as: “the probability that the message sent will be received without error is greater than 0.99”. This method is an improvement on the method described in [16].

The main advantage of this approach is to allow verification of formulas even if the transition system is huge, even without any abstraction. Indeed, we do not have to deal with the state space explosion phenomenon because we verify the property on only one finite execution path at a time. This approach can be used in addition to classical probabilistic model checkers when the verification is intractable.

Our main results are:

- A method that allows the efficient approximation of the satisfaction probability of monotone properties on probabilistic systems.
A tool named APMC that implements the method. We use it to verify extremely large systems such as the Pnueli and Zuck’s 500 dining philosophers.

The paper is organized as follows. In Section 2, we review related work on probabilistic verification of qualitative and quantitative properties. In Section 3, we consider fully probabilistic systems and classical LTL logic. In Section 4, we explain how to adapt the main idea of the bounded model checking approach to the probabilistic framework. In Section 5, we present a randomized algorithm for the approximation of the satisfaction probability of monotone properties. In Section 6, we present our tool and give experimental results and compare them with the probabilistic model checker PRISM [7].

2 Related Work

Several methods have been proposed to verify a probabilistic or a concurrent probabilistic system against LTL formulas. Vardi and Wolper [26,27] developed an automata theoretical approach for verifying qualitative properties stating that a linear time formula holds with probability 0 or 1. Pnueli and Zuck [22] introduced a model checking method for this problem.

Courcoubetis and Yannakakis [5] studied probabilistic verification of quantitative properties expressed in the linear time framework. For the fully probabilistic case, the time complexity of their method is polynomial in the size of the state space, and exponential in the size of the formula. For the concurrent case, the time complexity is linear in the size of the system, and double exponential in the size of the formula.

Hansson and Jonsson [9] introduced the logic PCTL (Probabilistic Computation Tree Logic) and proposed a model checking algorithm for fully probabilistic systems. They combined reachability-based computation, as in classical model checking, and resolution of systems of linear equations to compute the probability associated with the until operator. For concurrent probabilistic systems, Bianco and de Alfar [3] showed that the minimal and maximal probabilities for the until operator can be computed by solving linear optimization problems. The time complexity of these algorithms are polynomial in the size of the system and linear in the size of the formula.

There are a few model checking tools that are designed for the verification of quantitative specifications. ProbVerus [8] uses PCTL model checking and symbolic techniques to verify PCTL formulas on fully probabilistic systems. PRISM [7,15] is a probabilistic symbolic model checker that can check PCTL formulas on fully or concurrent probabilistic systems. Reachability-based computation is implemented using BDDs, and numerical analysis may be performed by a choice between three methods: MTBDD-based representation of matrices, conventional sparse matrices, or a hybrid approach. The Erlangen-Twente Markov Chain Checker [10] (E \[ MC^2\]) supports model checking of continuous-time Markov chains against specifications expressed in continuous-time stochastic logic (CSL). Rapture, presented in [6] and [12] uses abstraction and refinement to check a subset of PCTL over concurrent probabilistic systems.
In [28], Younes and Simmons described a procedure for verifying properties of
discrete event systems based on Monte-Carlo simulation and statistical hypothe-
sis testing. This procedure uses a refinement technique to build statistical tests
for the satisfaction probability of CSL formulas. Their logic framework is more
general than ours, but they cannot predict the sampling size, in contrast with
our approximation method in which this size is exactly known and tractable.
Rabinovich [24] gives an algorithm to calculate the probability that a property
of a probabilistic lossy channel system is satisfied. Monniaux [18] defined ab-
stract interpretation of probabilistic programs to obtain over-approximations
for probability measures. We use a similar Monte-Carlo method to approximate
quantitative properties.

## 3 Probabilistic Transition Systems

In this section, we introduce the classical concepts for the verification of proba-
bilistic systems.

**Definition 1.** A Discrete Time Markov Chain (DTMC) is a pair \( \mathcal{M} = (S, P) \)
where \( S \) is a finite or enumerable set of states and \( P : S \times S \to [0,1] \) is a
transition probability function, i.e. for all \( s \in S \), \( \sum_{t \in S} P(s,t) = 1 \). If \( S \) is finite,
we can consider \( P \) to be a transition matrix.

The notion of DTMC can be extended to the notion of probabilistic transition
system by adding a labeling function.

**Definition 2.** A fully probabilistic transition system (PTS) is a structure \( \mathcal{M} =
(S, P, I, L) \) where \((S,P)\) is a DTMC, \( I \) is the set of initial states and \( L : S \to \mathcal{P}(AP) \)
a function which labels each state with a set of atomic propositions.

**Definition 3.** A path \( \sigma \) of a PTS is a finite or infinite sequence of states
\((s_0, s_1, \ldots, s_i, \ldots)\) such that \( P(s_i, s_{i+1}) > 0 \) for all \( i \geq 0 \).

We denote by \( \text{Path}(s) \) the set of paths whose first state is \( s \). We note also
\( \sigma(i) \) the \((i+1)\)-th state of path \( \sigma \) and \( \sigma^t \) the path \((\sigma(i), \sigma(i+1), \ldots)\). The length
of a path \( \sigma \) is the number of states in the path and is denoted by \(|\sigma|\), this length
can be infinite.

**Definition 4.** For each PTS \( \mathcal{M} \) and state \( s \), we may define a probability mea-
ure \( \text{Prob} \) on the set \( \text{Path}(s) \). \( \text{Prob} \) denotes here the unique probability measure
on the Borel field of sets generated by the basic cylinders
\( \{\sigma/\sigma \text{ is a path and } (s_0, s_1, \ldots, s_n) \text{ is a prefix of } \sigma\} \) where
\( \text{Prob}(\{\sigma/\sigma \text{ is a path and } (s_0, s_1, \ldots, s_n) \text{ is a prefix of } \sigma\}) = \prod_{i=1}^{n} P(s_{i-1}, s_i) \).

**Definition 5.** Let \( \sigma \) be a path of length \( k \) in a PTS \( \mathcal{M} \). The satisfaction of a
LTL formula on \( \sigma \) is defined as follows:

- \( \mathcal{M}, \sigma \models a \iff a \in L(\sigma(0)) \).
- \( \mathcal{M}, \sigma \models \neg \phi \iff \mathcal{M}, \sigma \not\models \phi \).
- \( \mathcal{M}, \sigma \models \phi \land \psi \iff \mathcal{M}, \sigma \models \phi \) and \( \mathcal{M}, \sigma \models \psi \).
\[ M, \sigma \models X\phi \iff M, \sigma^i \models \phi \text{ and } |\sigma| > 0. \]
\[ M, \sigma \models \phi U\psi \iff \text{there exists } 0 \leq j \leq k \text{ s.t. } M, \sigma^j \models \psi \text{ and for all } i < j \]
\[ M, \sigma^i \models \phi. \]

We now introduce a fragment of LTL which expresses only monotone properties.

**Definition 6.** The essentially positive fragment (EPF) of LTL is the set of formulas built from atomic formulas (\( p \)), their negations (\( \neg p \)), closed under \( \lor, \land \) and the temporal operators \( X, U \).

**Definition 7.** Let \( \text{Path}_k(s) \) be the set of all paths of length \( k \) in a PTS starting at \( s \in I \). The probability of a LTL formula \( \phi \) on \( \text{Path}_k(s) \) is the measure of paths satisfying \( \phi \) (as stated in Definition 5) in \( \text{Path}_k(s) \).

**Definition 8.** An LTL formula \( \phi \) is said to be monotone if and only if for all \( k \), for all paths \( \sigma \) of length \( k \), \( M, \sigma \models \phi \implies M, \sigma^+ \models \phi \), where \( \sigma^+ \) is any path of which \( \sigma \) is a prefix.

In [26], it is shown that for any LTL formula \( \phi \), probabilistic transition system \( M \) and state \( s \), the set of paths \( \{\sigma/\sigma(0) = s \text{ and } M, \sigma \models \phi\} \) is measurable. We denote by \( \text{Prob[}\phi\text{]} \) the measure of this set.

## 4 Probabilistic Bounded Model Checking

In this section, we review the classical framework for bounded model checking of linear time temporal formulas over transition systems. Then, we show that we cannot directly extend this approach but we use the main idea of checking formulas on paths of bounded length to approximate the target satisfaction probability.

Biere, Cimatti, Clarke and Zhu [4] present a symbolic model checking technique based on SAT procedures instead of BDDs. They introduce bounded model checking (BMC), where the bound correspond to the maximal length of a possible counterexample. First, they give a correspondence between BMC and classical model checking. Then they show how to reduce BMC to propositional satisfiability in polynomial time.

To check the initial property \( \phi \), one should look for the existence of a counterexample to \( \phi \), that is a path satisfying \( \psi = \neg \phi \) for a given length \( k \). In [4], the following result is also stated: if one does not find such a counterexample for \( k \leq |S| \times 2^{|\psi|} \), where \( S \) is the set of states, then the initial property is true. We cannot hope to find a polynomial bound on \( k \) with respect to the size of \( S \) and \( \psi \) unless NP=PSPACE, since the model checking problem for LTL is PSPACE-complete (see [25]) and such a bound would yield a polynomial reduction to propositional satisfiability.

We try to check \( \text{Prob[}\psi\text{]} \geq b \) by considering \( \text{Prob}_k[\psi] \geq b \), i.e., on the probabilistic space limited to the set of paths of length \( k \). Following the BMC approach, we could associate to a formula \( \psi \) and length \( k \) a propositional formula \( \psi_k \) in
such a way that a path of length $k$ satisfying $\psi$ corresponds to an assignment satisfying $\psi_k$. Thus determining $\text{Prob}_k[\psi]$ could be reduced to the problem of counting the number of assignments satisfying a propositional formula, called $\# \text{ SAT}$ [20]. Unfortunately, not only are no efficient algorithms known for such counting problems, but they are believed to be strongly intractable (see, for instance [20]). However, it is not necessary to do such a transformation since we can evaluate directly the formula on one finite path. In the following, we use this straightforward evaluation instead of SAT-solving methods.

For many natural formulas, truth at length $k$ implies truth in the entire model. These formulas are the so-called monotone formulas (see definition 8). We consider the subset ($\text{EPF}$ definition 6) of $\text{LTL}$ formulas which have this property.

$\text{EPF}$ formulas include nested compositions of $U$ but do not allow for negations in front. Nevertheless, this fragment can express various classical properties of transition systems such as reachability, livelock-freeness properties and convergence properties of protocols.

**Proposition 1.** Let $\phi$ be a $\text{LTL}$ formula. If $\phi \in \text{EPF}$, then $\phi$ is monotone.

The proof of this proposition is immediate from the structure of the formula.

The monotonicity of the property defined by an $\text{EPF}$ formula gives the following result.

**Proposition 2.** For any formula $\phi$ of the essentially positive fragment of $\text{LTL}$, $0 < b \leq 1$ and $k \in \mathbb{N}$, if $\text{Prob}_k[\phi] \geq b$, then $\text{Prob}[\phi] \geq b$.

Indeed, the probability of an $\text{EPF}$ formula to be true in the bounded model of depth $k$ is less or equal than the probability of the formula in any bounded model of depth greater than $k$.

This proposition can be extended to any monotone formula but we restrict our scope to $\text{EPF}$ formulas to make our method fully automatic.

5 Approximate Probabilistic Model Checking

In order to calculate the satisfaction probability of a monotone formula, we have to verify the formula on all paths of length $k$. Such a computation is intractable in general since there are exponentially many paths to check. Thus, it is natural to ask: can we approximate $\text{Prob}_k[\phi]$? In this section, we propose an efficient procedure to approximate this probability. The running time of this computation is polynomial in the length of paths and the size of the formula.

In order to estimate the probabilities of monotone properties with a simple randomized algorithm, we generate random paths in the probabilistic space underlying the DTMC structure of depth $k$ and compute a random variable $A/N$ which estimates $\text{Prob}_k[\psi]$. To verify a statement $\text{Prob}_k[\psi] \geq b$, we test whether $A/N > b - \varepsilon$. Our decision is correct with confidence $(1 - \delta)$ after a number of samples polynomial in $\frac{1}{\varepsilon}$ and $\log \frac{1}{\delta}$. This result is obtained by using Chernoff-Hoeffding bounds [11] on the tail of the distribution of a sum of independent random variables. The main advantage of the method is that we can proceed
Definition 9. A succinct representation, or diagram, of a PTS $\mathcal{M} = (S, P, I, L)$ is a representation of the PTS, that allows to generate algorithmically, for any state $s$, the set of states $t$ such that $P(s, t) > 0$.

The size of such a representation is in the same order of magnitude as the PTS. Typically, for Reactives Modules, the size of the diagram is in $O(np)$, when the size of the PTS is in $O(n^p)$.

In order to prove our result, we introduce the notion of fully polynomial randomized approximation scheme (FPRAS) for probability problems. This notion is analogous to randomized approximation schemes [13,19] for counting problems. Our probability problem is defined by giving as input $x$ a succinct representation of a probabilistic system, a formula and a positive integer $k$. The succinct representation is used to generate a set of execution paths of length $k$. The solution of the probability problem is the probability measure $\mu(x)$ of the formula over the set of execution paths. The difference with randomized approximation schemes for counting problems is that for approximating probabilities, which are rational numbers in the interval $[0, 1]$, we only require approximation with additive error.

Definition 10. A fully polynomial randomized approximation scheme (FPRAS) for a probability problem is a randomized algorithm $A$ that takes an input $x$, two real numbers $0 < \varepsilon, \delta < 1$ and produces a value $A(x, \varepsilon, \delta)$ such that:

$$\text{Prob} [ |A(x, \varepsilon, \delta) - \mu(x)| \leq \varepsilon ] \geq 1 - \delta.$$ 

The running time of $A$ is polynomial in $|x|$, $\frac{1}{\varepsilon}$ and $\log \frac{1}{\delta}$.

The probability is taken over the random choices of the algorithm. We call $\varepsilon$ the approximation parameter and $\delta$ the confidence parameter. By verifying the formula on $O(\frac{1}{\varepsilon^2} \cdot \log \frac{1}{\delta})$ paths, we obtain an answer with confidence $(1 - \delta)$.

Consider the following randomized algorithm designed to approximate $\text{Prob}_k[\psi]$, that is the probability of an LTL formula over bounded DTMC of depth $k$:

<table>
<thead>
<tr>
<th>Generic approximation algorithm $\mathcal{GAA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> diagram, $\psi, k, \varepsilon, \delta$</td>
</tr>
<tr>
<td>$N := 4 \log(\frac{2}{\delta})/\varepsilon^2$</td>
</tr>
<tr>
<td>$A := 0$</td>
</tr>
<tr>
<td>For $i = 1$ to $N$ do</td>
</tr>
<tr>
<td>1. Generate a random path $\sigma$ of length $k$ with the diagram</td>
</tr>
<tr>
<td>2. If $\psi$ is true on $\sigma$ then $A := A + 1$</td>
</tr>
<tr>
<td>Return $A/N$</td>
</tr>
</tbody>
</table>

Theorem 1. The generic approximation algorithm $\mathcal{GAA}$ is a fully randomized approximation scheme for the probability $p = \text{Prob}_k[\psi]$ for an LTL formula $\psi$ and $p \in ]0, 1[$.
Proof. The random variable $A$ is the sum of independent random variables with a Bernoulli distribution. We use the Chernoff-Hoeffding bound [11] to obtain the result. Let $X_1, ..., X_N$ be $N$ independent random variables which take value 1 with probability $p$ and 0 with probability $(1 - p)$, and $Y = \sum_{i=1}^{N} X_i / N$. Then the Chernoff-Hoeffding bound gives $\text{Prob}[|Y - p| > \varepsilon] < 2e^{-\frac{N\varepsilon^2}{4}}$. In our case, if $N \geq 4 \log(\frac{2}{\delta})/\varepsilon^2$, then $\text{Prob}[|A/N - p| \leq \varepsilon] \geq 1 - \delta$ where $p = \text{Prob}_k[\psi]$.

The time needed to verify if a given path verifies $\psi$ is polynomial in the size of the formula. The number $N$ of iterations is polynomial in $\frac{1}{\varepsilon}$ and $\log \frac{1}{\delta}$. So GAA is a fully polynomial randomized approximation scheme for our probability problem.

This algorithm provides a method to verify quantitative properties expressed by EPF formulas. To check the property $\text{Prob}_k[\psi] \geq b$, we can test if the result of the approximation algorithm is greater than $b - \varepsilon$. If $\text{Prob}_k[\psi] \geq b$ is true, then the monotonicity of the property guarantees that $\text{Prob}[\psi] \geq b$ is true. Otherwise, we increment the value of $k$ within a certain bound to conclude that $\text{Prob}[\psi] \not\geq b$.

The main problem of the method is to determine a bound on the value of $k$. Unfortunately, this bound might be exponential in the numbers of states, even for a simple reachability property. The bound is strongly related to the cover time of the underlying Markov chain. The problem of the computation of the cover time is known to be difficult when the input is given as a succinct representation [17].

An other way to deal with the value of $k$ is to shrink our attention to formulas with bounded Until rather than classical Until. With this hypothesis, we can set $k$ to the maximum time bound in some subformulas of the specification. But this is not completely satisfactory since we cannot handle general properties with only bounded until.

Now, let us discuss the parameters $\varepsilon$ and $\delta$. The complexity of the algorithm depends on $\log(1/\delta)$, this allows us to set $\delta$ to very small values. In our experiments, we set $\delta = 10^{-10}$, which seems to be a reasonable confidence ratio.

The dependance in $\varepsilon$ is much more crucial, since the complexity is quadratic in $1/\varepsilon$. We set $\varepsilon = 10^{-2}$ in our experiments because this is the value that allows the best tradeoff between verification quality and time.

6 APMC: An Implementation

In this section, we present some experimental results of our approximate model checking method. These results were obtained with a tool we developed. This tool, APMC, works in a distributed framework and allows the verification of extremely large systems such as the 300 dining philosophers problem. We compare the performance of our method to the performance of PRISM. These results are promising, showing that large systems can be approximately verified in seconds, using very little memory.

APMC (Approximate Probabilistic Model Checker) is a GPL (Gnu Public License) tool written in C with lex and yacc. It uses a client/server computation
model (described in Subsection 6.2) to distribute path generation and verification on a cluster of machines.

APMC is simple to use: the user enters an LTL formula and a description of a system written in the same variant of Reactive Modules as used by PRISM. The user enters the target satisfaction probability for the property, the length of the paths to consider and the approximation and confidence parameters $\varepsilon$ and $\delta$. These parameters can be changed through a Graphical User Interface (GUI), represented in Figure 1. These are the basic parameters, there are advanced parameters such as the choice of a specific strategy for the speed/space compromise to use, but one can use a “by default” mode which is sufficiently efficient in general. After this, the user clicks on “go” and waits for the result. APMC is a fully automatic verification tool.

![Fig. 1. The Graphical User Interface.](image)

### 6.1 Standalone Use and Comparison with PRISM

We first consider a classical problem from the PRISM examples library [23]: the dining philosophers problem. Let us quickly recall the problem: $n$ philosophers are sitting around a table, each philosopher spends most of its time thinking, but sometimes gets hungry and wants to eat. To eat, a philosopher needs both its right and left forks, but there are only $n$ forks shared by all philosophers. The problem is to find a protocol for the philosophers without livelock. Pnueli and Zuck [21] give a protocol that is randomized. We ran experiments on a fully probabilistic version of this protocol (that is, a DTMC version): there are no nondeterministic transitions and the scheduling between philosophers is randomized. For this protocol, we checked the following liveness property: “If a philosopher is hungry, then with probability one, some philosopher will eventually eat”. This property guarantees that the protocol is livelock free. The following table shows our results using APMC and those of PRISM (model construction and model
checking time) on one 1.8 GHz Pentium 4 workstation with 512 MB of memory under the Linux operating system. For this experiment, we let $\varepsilon = 10^{-2}$ and $\delta = 10^{-10}$.

<table>
<thead>
<tr>
<th>number of phil.</th>
<th>length</th>
<th>APMC (time in sec.)</th>
<th>PRISM (time in sec.)</th>
<th>PRISM (states)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>20</td>
<td>35</td>
<td>0.394</td>
<td>770</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>56</td>
<td>0.87</td>
<td>64858</td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>125</td>
<td>11.774</td>
<td>$4.21 \times 10^7$</td>
</tr>
<tr>
<td>15</td>
<td>42</td>
<td>242</td>
<td>64.158</td>
<td>$2.73 \times 10^{14}$</td>
</tr>
<tr>
<td>20</td>
<td>50</td>
<td>387</td>
<td>137.185</td>
<td>$1.77 \times 10^{19}$</td>
</tr>
<tr>
<td>25</td>
<td>55</td>
<td>531</td>
<td>2469.56</td>
<td>$1.14 \times 10^{24}$</td>
</tr>
<tr>
<td>30</td>
<td>65</td>
<td>823</td>
<td>out of mem.</td>
<td>out of mem.</td>
</tr>
<tr>
<td>50</td>
<td>130</td>
<td>3579</td>
<td>out of mem.</td>
<td>out of mem.</td>
</tr>
<tr>
<td>100</td>
<td>148</td>
<td>8364</td>
<td>out of mem.</td>
<td>out of mem.</td>
</tr>
</tbody>
</table>

On this example, we see that we can handle larger systems than PRISM, more than 30 philosophers for Pnueli and Zuck’s philosophers, without having to construct the entire model which contains $10^{24}$ states for 25 philosophers. Note that during the computation, our tool uses very little memory. This is due to the fact that the verification process never stores more than one path at a time.

6.2 Cluster Use

In the previous subsection, we used APMC on a single machine, but to increase the efficiency of the verification, APMC can distribute the computation on a cluster of machines using a client/server architecture.

Let us briefly describe the client/server architecture of APMC. The model, formula and other parameters are entered by the user via the Graphical User Interface which runs on the server (master). Both the model and formula are translated into C source code, compiled and sent to clients (the workers) when they request a job. Regularly, workers send current verification results, receiving an acknowledgment from the master, to know whether they have to continue or stop the computation. Since the workers only need memory to store the generated code and one path, the verification requires very little memory. Furthermore, since each path is verified independently, there is no problem of load balancing. Figure 4 shows the scalability of the implementation on Pnueli and Zuck’s dining philosophers algorithm for 25 philosophers: computation time is divided by two when we double the size of the cluster. This is a consequence of very low communications overhead in the computation.

We used APMC to check properties of several fully probabilistic systems modeled as DTMCs. In Figure 2, we consider Pnueli and Zuck’s Dining Philosophers algorithm [21] for which we verify the liveness property and in Figure 3, we consider a fully probabilistic version of the randomized mutual exclusion of Pnueli and Zuck [21]. All the experiments were done with a cluster of 20 workers (all are ATHLON XP1800+ under Linux) with $\varepsilon = 10^{-2}$ and $\delta = 10^{-10}$.
<table>
<thead>
<tr>
<th>phil. length</th>
<th>time (sec.)</th>
<th>max. memory (KBytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>11</td>
<td>324</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>340</td>
</tr>
<tr>
<td>50</td>
<td>104</td>
<td>388</td>
</tr>
<tr>
<td>100</td>
<td>418</td>
<td>484</td>
</tr>
<tr>
<td>200</td>
<td>1399</td>
<td>676</td>
</tr>
<tr>
<td>300</td>
<td>4071</td>
<td>1012</td>
</tr>
</tbody>
</table>

**Fig. 2.** Dining philosophers: run-time and memory for 20 workers.

<table>
<thead>
<tr>
<th>proc. length</th>
<th>time (sec.)</th>
<th>max. memory (KBytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>13</td>
<td>316</td>
</tr>
<tr>
<td>5</td>
<td>35</td>
<td>328</td>
</tr>
<tr>
<td>10</td>
<td>146</td>
<td>408</td>
</tr>
<tr>
<td>15</td>
<td>882</td>
<td>548</td>
</tr>
<tr>
<td>20</td>
<td>1499</td>
<td>660</td>
</tr>
</tbody>
</table>

**Fig. 3.** Mutual exclusion: run-time and memory for 20 workers.

We are able to verify very large systems using a reasonable cluster of workers and very little memory for each of them. In an additional experiment, with an heterogeneous cluster of 32 machines, we were able to verify the Pnueli and Zuck’s 500 philosophers in about four hours.

**Fig. 4.** Scalability of the implementation: time vs. workers for 25 dining philosophers.
7 Conclusion

To our knowledge, this work is the first to apply randomized approximation schemes to probabilistic model checking. We estimate the probability with a randomized algorithm and conclude that satisfaction probabilities of EPF formulas can be approximated. This fragment is sufficient to express reachability and livelock-freeness properties. Our implementation was used to investigate the effectiveness of this method. Our experiments point to an essential advantage of the method: the use of very little memory. In practice, this means that we are able to verify very large fully probabilistic models, such as the dining philosopher’s problem with 500 philosophers. This method seems to be very useful when classical verification is intractable.
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Abstract. For every finite model \(M\) and an LTL property \(\varphi\), there exists a number \(C_T\) (the Completeness Threshold) such that if there is no counterexample to \(\varphi\) in \(M\) of length \(C_T\) or less, then \(M \models \varphi\). Finding this number, if it is sufficiently small, offers a practical method for making Bounded Model Checking complete. We describe how to compute an over-approximation to \(C_T\) for a general LTL property using Büchi automata, following the Vardi-Wolper LTL model checking framework. Based on the value of \(C_T\), we prove that the complexity of standard SAT-based BMC is doubly exponential, and that consequently there is a complexity gap of an exponent between this procedure and standard LTL model checking. We discuss ways to bridge this gap.

The article mainly focuses on observations regarding bounded model checking rather than on a presentation of new techniques.

1 Introduction

Bounded Model Checking (BMC) [2,3] is a method for finding logical errors, or proving their absence, in finite-state transition systems. It is widely regarded as a complementary technique to symbolic BDD-based model checking (see [3] for a survey of experiments with BMC conducted in industry). Given a finite transition system \(M\), an LTL formula \(\varphi\) and a natural number \(k\), a BMC procedure decides whether there exists a computation in \(M\) of length \(k\) or less that violates \(\varphi\). SAT-based BMC is performed by generating a propositional formula, which is satisfiable if and only if such a path exists. BMC is conducted in an iterative process, where \(k\) is incremented until either (i) an error is found, (ii) the problem becomes intractable due to the complexity of solving the corresponding SAT instance, or (iii) \(k\) reaches some pre-computed threshold, which indicates that
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M satisfies ϕ. We call this threshold the *Completeness Threshold*, and denote it by \( cT \). \( cT \) is any natural number that satisfies

\[
M \models_{cT} \varphi \rightarrow M \models \varphi
\]

where \( M \models_{cT} \varphi \) denotes that no computation of \( M \) of length \( cT \) or less violates \( \varphi \). Clearly, if \( M \models \varphi \) then the smallest \( cT \) is equal to 0, and otherwise it is equal to the length of the shortest counterexample. This implies that finding the smallest \( cT \) is at least as hard as checking whether \( M \models \varphi \). Consequently, we concentrate on computing an over-approximation to the smallest \( cT \) based on graph-theoretic properties of \( M \) (such as the diameter of the graph representing it) and an automaton representation of \( \neg \varphi \). In particular, we consider all models with the same graph-theoretic properties of \( M \) as one abstract model. Thus, this computation corresponds to finding the length of the longest shortest counterexample to \( \varphi \) by any one of these graphs, assuming at least one of them violates \( \varphi \). Thus, when we say the value of \( cT \) in the rest of the paper, we refer to the value computed by this abstraction.

The value of \( cT \) depends on the model \( M \), the property \( \varphi \) (both the structure of \( \varphi \) and the propositional atoms it refers to), and the exact scheme used for translating the model and property into a propositional formula. The original translation scheme of [2], which we will soon describe, is based on a \( k \)-steps *syntactic expansion* of the formula, using Pnueli’s expansion rules for LTL [8, 12] (e.g., \( \text{F}p \equiv p \vee \text{XF}p \)). With this translation, the value of \( cT \) was until now known only for unnested properties such as \( \text{G}p \) formulas [2] and \( \text{F}p \) formulas [11]. Computing \( cT \) for general LTL formulas has so far been an open problem.

In order to solve this problem we suggest to use instead a *semantic* translation scheme, based on Büchi automata, as was suggested in [6]. The translation is straightforward because it follows very naturally the Vardi-Wolper LTL model checking algorithm, i.e., checking for emptiness of the product of the model \( M \) and the Büchi automaton \( B_{\neg \varphi} \) representing the negation of the property \( \phi \). Non-emptiness of \( M \times B_{\neg \varphi} \), i.e., the existence of a counterexample, is proven by exhibiting a path from an initial state to a *fair loop*. We will describe in more detail this algorithm in Section 3. Deriving from this product a propositional formula \( \Omega_{\varphi}(k) \) that is satisfiable iff there exists such a path of length \( k \) or less is easy: one simply needs to conjoin the \( k \)-unwinding of the product automaton with a condition for detecting a fair loop. We will give more details about this alternative BMC translation in Section 4. For now let us just mention that due to the fact that \( \Omega_{\varphi}(k) \) has the same structure regardless of the property \( \varphi \), it is easy to compute \( cT \) based on simple graph-theoretic properties of \( M \times B_{\neg \varphi} \). Furthermore, the semantic translation leads to smaller CNF formulas comparing to the syntactic translation. There are two reasons for this:

---

1. If this assumption does not hold, e.g., when \( \varphi \) is a tautology, the smallest threshold is of course 0.

2. The authors of [6] suggested this translation in the context of Bounded Model Checking of infinite systems, without examining the implications of this translation on completeness and complexity as we do here.
1. The semantic translation benefits from the existing algorithms for constructing compact representations of LTL formulas as Büchi automata. Such optimizations are hard to achieve with the syntactic translation. For example, the syntactic translation for $\mathbf{FF}_p$ results in a larger propositional formula compared to the formula generated for $\mathbf{F}_p$, although these are two equivalent formulas. Existing algorithms [14] generate in this case a Büchi automaton that corresponds to the second formula in both cases.

2. The number of variables in the formula resulting from the semantic translation is linear in $k$, comparing to a quadratic ratio in the syntactic translation.

This paper is mainly an exposition of observations about bounded model checking\(^3\) rather than a presentation of new techniques. In particular, we show how to compute $\mathcal{CT}$ based on the semantic translation; prove the advantages of this translation with respect to the size of the resulting formula as mentioned above, both theoretically and through experiments; and, finally, we discuss the question of the complexity of BMC. In Section 5 we show that due to the fact that $\mathcal{CT}$ can be exponential in the number of state variables, solving the corresponding SAT instance is a doubly exponential procedure in the number of state variables and the size of the formula. This implies that there is a complexity gap of an exponent between the standard BMC technique and LTL model checking. We suggest a SAT-based procedure that closes this gap while sacrificing some of the main advantages of SAT. So far our experiments show that our procedure is not better in practice than the standard SAT-based BMC, although future improvements of this technique may change this conclusion.

2 A Translation Scheme and Its Completeness Threshold

2.1 Preliminaries

A Kripke structure $M$ is a quadruple $M = (S, I, T, L)$ such that (i) $S$ is the set of states, where states are defined by valuations to a set of Boolean variables (atomic propositions) $At$ (ii) $I \subseteq S$ is the set of initial states (iii) $T \subseteq S \times S$ is the transition relation and (iv) $L : S \rightarrow 2^{(At)}$ is the labeling function. Labeling is a way to attach observations to the system: for a state $s \in S$ the set $L(s)$ contains exactly those atomic propositions that hold in $s$. We write $p(s)$ to denote $p \in L(s)$. The initial state $I$ and the transition relation $T$ are given as functions in terms of $At$. This kind of representation, frequently called functional form, can be exponentially more succinct comparing to an explicit representation of the states. This fact is important for establishing the complexity of the semantic translation, as we do in Section 4.

Propositional Linear Temporal Logic (LTL) formulas are defined recursively: Boolean variables are in LTL; then, if $\phi_1, \phi_2 \in \text{LTL}$ then so are $\mathbf{F}\phi_1$ (Future), $\mathbf{G}\phi_1$ (Globally), $\mathbf{X}\phi_1$ (neXt), $\phi_1 \mathbf{U}\phi_2$ (\text{\emph{Until}} $\phi_2$) and $\phi_1 \mathbf{W}\phi_2$ (\text{\emph{Waiting-for}} $\phi_2$), $\phi_1 \lor \phi_2$ and $\neg \phi_1$.\(^3\)

\(^3\) Some of these observations can be considered as folk theorems in the BMC community, although none of them to the best of our knowledge was previously published.
2.2 Bounded Model Checking of LTL Properties

Given an LTL property \( \varphi \), a Kripke structure \( M \) and a bound \( k \), Bounded Model Checking is performed by generating and solving a propositional formula \( \Omega_{\varphi}(k) : [[ M ]]_k \land [[ \neg \varphi ]]_k \) where \( [[ M ]]_k \) represents the reachable states up to step \( k \) and \( [[ \neg \varphi ]]_k \) specifies which paths of length \( k \) violate \( \varphi \). The satisfiability of this conjunction implies the existence of a counterexample to \( \varphi \). For example, for simple invariant properties of the form \( G \varphi \) the BMC formula is

\[
\Omega_{\varphi}(k) = I(s_0) \land \bigwedge_{i=0}^{k-1} T(s_i, s_{i+1}) \land \bigvee_{i=0}^{k} \neg p(s_i),
\]

where the left two conjuncts represent \( [[ M ]]_k \), and the right conjunct represents \( [[ \neg \varphi ]]_k \).

There are several known methods for generating \( [[ \neg \varphi ]]_k \) [2,3,7]. These translations are based on the LTL expansion rules [8,12] (e.g., \( Fp \equiv p \lor XFp \) and \( Gp \equiv p \land XGp \)).

In the rest of this section we consider the translation scheme of Biere et al. [3] given below. This translation distinguishes between finite and infinite paths (for the latter it formulates a path ending with a loop). For a given property, it generates both translations, and concatenates them with a disjunction.

Constructing a propositional formula that captures finite paths is simple. The formula is expanded \( k \) times according to the LTL expansion rules mentioned above, where each subformula, at each location, is represented by a new variable. For example, for the operator \( F \), the expansion for \( i \leq k \) is \( [[ F \varphi ]]_k := [[ \varphi ]]_k \lor [[ F \varphi ]]_k^{i+1} \) and for \( i > k \) \( [[ F \varphi ]]_k^i := \text{false} \). Similar rules exist for the other temporal operators and for the propositional connectives.

To capture paths ending with a loop (representing infinite paths) we need to consider the state \( s_l \) (\( l \leq k \)), which the last state transitions to. The translation for the operator \( F \) for such paths is: \( i[[ F \varphi ]]_k := i[[ \varphi ]]_k \lor i[[ F \varphi ]]_k^{\text{succ}(i)} \) where \( \text{succ}(i) = i + 1 \) if \( i < k \), and \( \text{succ}(i) = l \) otherwise.

Finally, in order to capture all possible loops we generate \( \bigvee_{l=0}^{k} (L_k \land i[[ \varphi ]]_k) \) where \( L_k \equiv (s_l = s_k) \), i.e., an expression that is true iff there exists a back loop from state \( s_k \) to state \( s_l \). Each expression of the form \( i[[ \varphi ]]_k \) or \( [[ \varphi ]]_k \) is represented by a new variable. The total number of variables introduced by this translation is quadratic in \( k \). More accurately:

**Proposition 1.** The syntactic translation results in \( O(k \cdot |v| + (k + 1)^2 \cdot |\varphi|) \) variables, where \( v \) is the set of variables defining the states of \( M \), i.e., \( |v| = O(\log |S|) \).

**Proof.** Recall the structure of the formula \( \Omega_{\varphi}(k) : [[ M ]]_k \land [[ \neg \varphi ]]_k \). The subformula \( [[ M ]]_k \) adds \( O(k \cdot |v|) \) variables. The subformula \( [[ \neg \varphi ]]_k \) adds, according to the recursive translation scheme, not more than \( (k + 1)^2 \cdot |\varphi| \) variables, because each expression of the form \( i[[ \varphi ]]_k \) is a new variable, and both indices \( i \) and \( l \) range over \( 0 \ldots k \). Further, each subformula is unfolded separately, hence leading to the result stated above.
2.3 A Completeness Threshold for Simple Properties

There are two known results regarding the value of $\mathcal{CT}$, one for $Gp$ and one for $Fp$ formulas. Their exposition requires the following definitions.

**Definition 1.** The diameter of a finite transition system $M$, denoted by $d(M)$, is the longest shortest path (defined by the number of its edges) between any two reachable states of $M$.

The diameter problem can be reduced to the ‘all pair shortest path’ problem, and therefore be solved in time polynomial in the size of the graph. In our case, however, the graph itself is exponential in the number of variables. Alternatively, one may use the formulation of this problem as satisfiability of a Quantified Boolean Formula (QBF), as suggested in [2], and later optimized in [1,13].

**Definition 2.** The recurrence diameter of a finite transition system $M$, denoted by $rd(M)$ is the longest loop-free path in $M$ between any two reachable states.

Finding the longest loop-free path between two states is NP-complete in the size of the graph. One way to solve it with SAT was suggested in [2]. The number of variables required by their method is proportional to the length of the longest loop-free path. Hence, the SAT instance may have an exponential number of variables, and finding a solution to this instance is doubly exponential.

We denote by $d^I(M)$ and $rd^I(M)$ the initial diameter and recurrence diameter, respectively, i.e., the length of the corresponding paths when they are required to start from an initial state.

For formulas of the form $Fp$ (i.e., counterexamples to $G\neg p$ formulas), Biere et al. suggested in [2] that $\mathcal{CT}$ is less than or equal to $d(M)$ (it was later observed by several researchers independently that in fact $d^I(M)$ is sufficient). For formulas of the form $Gp$ formulas (counterexamples to $F\neg p$ formulas), it was shown in [11] that $\mathcal{CT}$ is equal to $rd^I(M)$. Computing $\mathcal{CT}$ for general LTL formulas, as was mentioned in the introduction, has so far been an open problem.

In the next section we review how LTL model checking can be done with Büchi automata. In Section 4 we will show how a similar method can be used for generating $\Omega_\varphi(k)$.

3 LTL Model Checking with Büchi Automata

In this section we describe how model checking of LTL formulas can be done with Büchi automata, as it was first introduced by Vardi and Wolper in [15]. A labeled Büchi automaton $M = \langle S, S_0, \delta, L, F \rangle$ is a 5-tuple where $S$ is the set of states, $S_0 \subseteq S$ is a set of initial states, $\delta \subseteq (S \times S)$ is the transition relation, $L$ is a labeling function mapping each state to a Boolean combination of the atomic propositions, and $F \subseteq S$ is the set of accepting states. The structure of $M$ is similar to that of a finite-state automaton, but $M$ is used for deciding acceptance of infinite words. Given an infinite word $w$, $w \in \mathcal{L}(M)$ if and only if the execution of $w$ on $M$ passes an infinite number of times through at least one
of the states in $F$. In other words, if we denote by $\inf(w)$ the set of states that appear infinitely often in the path of $w$ on $M$, then $\inf(w) \cap F \neq \emptyset$.

Every LTL formula $\varphi$ can be translated into a Büchi automaton $B_\varphi$ such that $B_\varphi$ accepts exactly the words (paths) that satisfy $\varphi$. There are several known techniques to translate $\varphi$ to $B_\varphi$\cite{9}. We do not repeat the details of this construction; rather we present several examples in Fig. 1 of such translations.

\begin{figure}[h]
\centering
\begin{tabular}{cccc}
FGf & GFf & Ff & Gf \\
\end{tabular}
\caption{Several LTL formulas and their corresponding Büchi automata. Accepting states are marked by double circles.}
\end{figure}

LTL model-checking can be done as follows: Given an LTL formula $\varphi$, construct $B_{\neg \varphi}$, a Büchi automaton that accepts exactly those paths that violate $\varphi$. Then, check whether $\Psi \models M \times B_{\neg \varphi}$ is empty. It is straightforward to see that $M \models \varphi$ if and only if $\Psi$ is empty. Thus, LTL model checking is reduced to the question of Büchi automaton emptiness, i.e., proving that no word is accepted by the product automaton $\Psi$. In order to prove emptiness, one has to show that no computation of $\Psi$ passes through an accepting state an infinite number of times. Consequently, finding a reachable loop in $\Psi$ that contains an accepting state is necessary and sufficient for proving that the relation $M \not\models \varphi$ holds. Such loops are called fair loops.

\section{The Semantic Translation}

The fact that emptiness of $\Psi$ is proven by finding a path to a fair loop gives us a straightforward adaptation of the LTL model checking procedure to a SAT-based

\footnote{Most published techniques for this translation construct a generalized Büchi automaton, while in this article we use a standard Büchi automaton (the only difference being that the former allows multiple accepting sets). The translation from generalized to standard Büchi automaton multiplies the size of the automaton by up to a factor of $|\varphi|$.}
BMC procedure. This can be done by searching for a witness to the property 
\( \varphi' \models G(\text{TRUE}) \) under the fairness constraint \( \bigvee_{F_i \in F} F_i \) \cite{5} (that is, \( \bigvee_{F_i \in F} F_i \) should be true infinitely often in this path). Thus, given \( \Psi \) and \( k \), we can use the standard BMC translation for deriving \( \Omega_\Psi(k) \), a SAT instance that represents all the paths of length \( k \) that satisfy \( \varphi' \). Finding such a witness of length \( k \) or less is done in BMC by solving the propositional formula:

\[
\Omega_\Psi(k) \equiv I(s_0) \land \bigwedge_{i=0}^{k-1} T(s_i, s_{i+1}) \land \bigvee_{l=0}^{k-1} \left( s_l = s_k \land \bigvee_{j=l}^{k-1} F_i(s_j) \right) \quad (1)
\]

The right-most conjunct in Equation 1 constrains one of the states in \( F \) to be true in at least one of the states of the loop.

Since the Büchi automaton used in this translation captures the semantics of the property rather than its syntactic structure, we call this method a semantic translation for BMC.

We continue by proving the two advantages of this translation: the efficiency of the translation and the ease of computing \( CT \).

### 4.1 The Semantic Translation Is More Efficient

The semantic translation has a clear advantage in terms of the size of the resulting formula (in terms of the number of variables), as stated in the following proposition (compare to Proposition 1).

**Proposition 2.** The semantic translation results in \( O(k \cdot (|v| + |\varphi|)) \) variables.

**Proof.** The transition relation of the Büchi automaton constructed from \( \varphi \) is defined by \( O(|\varphi|) \) variables (the automaton itself is exponential in the size of the formula, but its corresponding representation by a transition relation is as defined above). The SAT formula is constructed by unfolding \( k \) times the product \( \Psi \), hence it uses \( O(k \cdot (|v| + |\varphi|)) \) variables. It also includes constraints for identifying a loop with a fair state, but these constraints only add clauses, not new variables. \( \square \)

We conducted some experiments in order to check the difference between the translations. We conducted this experiment with NuSMV 2.1, which includes an optimized syntactic translation \cite{4}. To generate the semantic translation, we derived the Büchi automaton with WRING \cite{14} and added the resulting automaton to the NuSMV model. Then the property to be checked is simply \( F(\text{FALSE}) \) under possible fairness constraints, as prescribed by the Büchi automaton. The table in Figure 2 summarizes these results.

As can be seen from the table and from Figure 3, there is a linear growth in the number of variables in the resulting CNF formula with the semantic translation, and a quadratic growth with the syntactic translation. Furthermore, the last three formulas have redundancy that is removed by WRING, but is not removed with the syntactic translation (observe that formulas 2 and 3 result in
<table>
<thead>
<tr>
<th>Property</th>
<th>K</th>
<th>Semantic</th>
<th>Syntactic</th>
</tr>
</thead>
<tbody>
<tr>
<td>((x_0 U (\neg x_0 \land x_1)) U x_2)</td>
<td>7</td>
<td>1090</td>
<td>986</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>2298</td>
<td>3098</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>4563</td>
<td>14073</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>6828</td>
<td>39898</td>
</tr>
<tr>
<td>\text{PFF}_x2</td>
<td>7</td>
<td>528</td>
<td>569</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1112</td>
<td>1321</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>2207</td>
<td>3076</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>3302</td>
<td>5281</td>
</tr>
<tr>
<td>\text{FFFF}_x2</td>
<td>7</td>
<td>528</td>
<td>632</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1112</td>
<td>Timeout</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>2207</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>3302</td>
<td></td>
</tr>
<tr>
<td>\text{GFGF}_x2</td>
<td>7</td>
<td>586</td>
<td>590</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1234</td>
<td>1426</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>2449</td>
<td>3511</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>3664</td>
<td>Timeout</td>
</tr>
</tbody>
</table>

**Fig. 2.** The number of variables in the CNF formula resulting from the semantic and syntactic translation. The former grows linearly with \(k\), while the latter may grow quadratically. The Timeout entry indicates that it takes NuSMV more than 15 minutes to generate the CNF formula.

**Fig. 3.** The number of variables for the formula \((x_0 U (\neg x_0 \land x_1)) U x_2\) with the semantic and syntactic translations.

the same number of variables in the semantic translation, but not in the syntactic translation). The model which we experimented with was a toy example, and hence the resulting CNF was easy to solve with both translations. But it was sufficient for demonstrating the differences between the translations and that in some cases even generating the CNF formulas takes a long time with the syntactic translation.
4.2 A Calculation of $C\mathcal{T}$ for LTL Based on $M \times B_{\neg\varphi}$

A major benefit of the semantic translation is that it implies directly an over-approximation of the value of $C\mathcal{T}$:

**Theorem 1.** A completeness threshold for any LTL property $\varphi$ when using Equation 1 is $\min(rd^I(\Psi) + 1, d^I(\Psi) + d(\Psi))$.

*Proof.* (a) We first prove that $C\mathcal{T}$ is bounded by $d^I(\Psi) + d(\Psi)$. If $M \not\models \varphi$ then $\Psi$ is not empty. The shortest witness for the non-emptiness of $\Psi$ is a path $s_0, \ldots, s_f, s_k$ where $s_0$ is an initial state, $s_f$ is an accepting state and $s_k = s_l$ for some $l \leq f$. The shortest path from $s_0$ to $s_f$ is not longer than $d^I(\Psi)$, and the shortest path from $s_f$ back to itself is not longer than $d(\Psi)$. (b) We now prove that $C\mathcal{T}$ is also bounded by $rd^I(\Psi) + 1$ (the addition of 1 to the longest loop-free path is needed in order to detect a loop). Falsely assume that $M \not\models \varphi$ but all witnesses are of length longer than $rd^I(\Psi) + 1$. Let $W : s_0, \ldots, s_f, \ldots, s_k$ be the shortest such witness. By definition of $rd^I(\Psi)$, there exists at least two states, say $s_i$ and $s_j$ in this path that are equal (other than the states closing the loop, i.e., $s_i \neq s_k$). If $i, j < f$ or $i, j > f$ then this path can be shortened by taking the transition from $s_i$ to $s_{j+1}$ (assuming, without loss of generality, that $i < j$), which contradicts our assumption that $W$ is the shortest witness. If $i < f < j$, then the path $W' : s_0, \ldots, s_f, \ldots, s_j$ is also a loop witnessing $M \not\models \varphi$, but shorter than $W$, which again contradicts our assumption. \qed

The left-hand side drawing below demonstrates a case in which $d^I(\Psi) + d(\Psi) > rd^I(\Psi) + 1$ ($d^I(\Psi) = d(\Psi) = rd^I(\Psi) = 3$), while the right-hand side drawing demonstrates the opposite case (in this case $d^I(\Psi) = d(\Psi) = 1$, $rd^I(\Psi) + 1 = 5$). These examples justify taking the minimum between the two values.

An interesting special case is invariant properties ($G\varphi$). The Büchi automaton for the negation of this property ($F\neg\varphi$) has a special structure (see third drawing in Fig 1): for all $M$, any state satisfying $\neg\varphi$ in the product $\Psi : M \times \varphi$ leads to a fair loop. Thus, to prove emptiness, it is sufficient to search for a reachable state satisfying $\neg\varphi$. A path to such a state cannot be longer than $d^I(\Psi)$. More formally:

**Theorem 2.** A completeness threshold for $F\varphi$ formulas, where $\varphi$ is non-temporal, is $d^I(\Psi)$.

We believe that this theorem can be extended to all safety properties.
5 The Complexity of BMC

According to Theorem 1, the value of $\mathcal{C}T$ can be exponential in the number of state variables. This implies that the SAT instance (as generated in both the syntactic and semantic translations) can have an exponential number of variables and hence solving it can be doubly exponential. All known SAT-based BMC techniques, including the one presented in this article, have this complexity. Since there exists a singly exponential LTL model checking algorithm in the number of state variables, it is clear that there is a complexity gap of an exponent between the two methods. Why, then, use BMC for attempting to prove that $M \models \varphi$ holds? There are several answers to this question:

1. Indeed, BMC is normally used for detecting bugs, not for proving their absence. The number of variables in the SAT formula is polynomial in $k$. If the property does not hold, $k$ depends on the location of the shallowest error. If this number is relatively small, solving the corresponding SAT instance can still be easier than competing methods.
2. In many cases the values of $ra^I(\psi)$ and $d^I(\psi)$ are not exponential in the number of state variables, and can even be rather small. In hardware circuits, the leading cause for exponentially long loop-free paths is counters, and hence designs without counters are much easier to solve. For example, about 25% of the components examined in [1] have a diameter smaller than 20.
3. For various technical reasons, SAT is not very sensitive to the number of variables in the formula, although theoretically it is exponential in the number of variables. Comparing it to other methods solely based on their corresponding complexity classes is not a very good indicator for their relative success in practice.

We argue that the reason for the complexity gap between SAT-based BMC and LTL model checking (as described in Section 3), is the following: SAT-based BMC does not keep track of visited states, and therefore it possibly visits the same state an exponential number of times. Unlike explicit model checking it does not explore a state graph, and unlike BDD-based symbolic model checking, it does not memorize the set of visited states. For this reason, it is possible that all paths between two states are explored, and hence a single state can be visited an exponential number of times. For example, an explicit model checking algorithm, such as the double DFS algorithm [10], will visit each state in the graph below not more than twice. SAT-based BMC, on the other hand, will consider in the worst case all $2^n$ possible paths between $s$ and $t$, where $n$ is the number of ‘diamonds’ in the graph.

A natural question is whether this complexity gap can be closed, i.e., is it possible to change the SAT-based BMC algorithm so it becomes a singly
exponential rather than a doubly exponential algorithm. Figure 4 presents a possible singly exponential BMC algorithm for $Gp$ formulas (i.e., reachability) based on an altered SAT algorithm that can be implemented by slightly changing a standard SAT solver. The algorithm forces the SAT solver to follow a particular variable ordering, and hence the main power of SAT (guidance of the search process with splitting heuristics) is lost. Further, it adds constrains for each visited state, forbidding the search process from revisiting it through longer or equally long paths. This potentially adds an exponential number of clauses to the formula.

1. Force a static order, following a forward traversal.
2. Each time a state $i$ is fully evaluated (assigned):
   - Prevent the search from revisiting it through deeper paths, e.g., If $(x_i, \neg y_i)$ is a visited state, then for $i < j \leq CT$ add the following blocking state clause: $(\neg x_j \lor y_j)$.
   - When backtracking from state $i$, prevent the search from revisiting it in step $i$ by adding the clause $(\neg x_i \lor y_i)$.
   - If $\neg p_i$ holds, stop and return ‘Counterexample found’.

Fig. 4. A singly exponential SAT-based BMC algorithm for $Gp$ properties.

So far our experiments show that this procedure is worse in practice than the standard BMC$^5$. Whether it is possible to find a singly exponential SAT-based algorithm that works better in practice than the standard algorithm, is still an open question with a very significant practical importance.

6 Conclusions

We discussed the advantages of the semantic translation for BMC, as was first suggested in [6]. We showed that it is in general more efficient, as it results in smaller CNF formulas, and it potentially eliminates redundancies in the property of interest. We also showed how it allows to compute the completeness threshold $CT$ for all LTL formulas.

The ability to compute $CT$ for general LTL enabled us to prove that all existing SAT-based BMC algorithms are doubly exponential in the number of variables. Since LTL model checking is only singly exponential in the number of variables, there is a complexity gap between the two approaches. In order to close this gap, we suggested a revised BMC algorithm that is only singly exponential, but in practice, so far, has not proved to be better than the original SAT based BMC.

$^5$ A. Biere implemented a similar algorithm in 2001 and reached the same conclusion. For this reason he did not publish this algorithm. Similar algorithms were also used in the past in the context of Automatic Test Pattern Generation (ATPG).
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1 Introduction

Hidden algebra [4] is a theoretical framework originally aiming at giving semantics to objects. It generalizes algebraic specification by making a clear separation between visible and hidden types, the first staying for data while the second for object states. Hidden algebra has been successfully used to formally specify, simulate, and verify behavioral correctness of object systems. One of its distinctive features is the relation of behavioral equivalence, also known as “indistinguishability under experiments”, which states that two (states of) objects are behaviorally equivalent as far as they cannot be distinguished by any of the experiments that one can or is interested to perform on the system.

The aim of the paper is to provide an automatic method to verify the temporal properties for systems specified in hidden algebra. We use CTL to express the temporal properties, and we define the satisfaction relation using labeled transition systems derived from hidden models. We present a way to verify these properties working directly over the specifications, independent of hidden models. The method can be automated using a software tool and SMV model checker.

The paper is organized in the following way. In section 2 we shortly present hidden algebra, specification of objects in hidden algebra, and the BOBJ system. We show how the mutual exclusion is described in BOBJ using the concurrent connection of object specifications. In section 3 we introduce the labeled transition system for each object model. Then we define the behavioral bisimulation
and present a nontrivial example. In section 4 we recall some basics of the Computational Tree Logic (CTL), and define the CTL models of the object specifications. We prove that bisimilar states satisfy the same set of CTL formulas. Section 5 describes a canonical CTL model of an object specification able to support model checking for temporal properties. We present briefly a procedure taking an object specification as input, and producing an SMV description of the canonical CTL model as output. In this way we extend the equational behavioral approach by adding a new dimension to the object specifications, namely the temporal requirements checkable by using our procedure and SMV. A more detailed presentation of this approach is given in [7].

2 Specification of Objects in Hidden Algebra

We assume that the reader is familiar with algebraic specification. A detailed presentation of hidden algebra can be found in [9,4]. Here we remind the main concepts and notations. A (fixed data) hidden signature consists of two disjoint sets: $V$ of visible sorts, and $H$ of hidden sorts; a many sorted $(V \cup H)$-signature $\Sigma$; and an $\Sigma|_V$-algebra $D$ called data algebra. Such a hidden signature is denoted by $\Sigma$, and its constituents are denoted by $H(\Sigma)$, $V(\Sigma)$, and $D(\Sigma)$ respectively.

Given a hidden signature $(V, H, \Sigma, D)$, a hidden $\Sigma$-model is a $\Sigma$-algebra $M$ such that $M|_\Sigma|_V = D$. This means that the interpretation of each sort $s \in V \cup H$ is a distinct set $M_s$, and the interpretation of a symbol $f \in \Sigma_{s_1 \ldots s_n, s}$ is a function $[f]_M : M_{s_1} \times \ldots \times M_{s_n} \to M_s$. By $M|_\Sigma|_V$ we denote the algebra $M$ restricted only to the visible sorts and visible operations. A hidden $\Sigma$-homomorphism $h : M \to M'$ is a $\Sigma$-homomorphism such that $h|_{\Sigma|_V} = \text{id}_D$.

Given a hidden signature $(V, H, \Sigma, D)$ and a subsignature $\Gamma \subseteq \Sigma$ such that $\Gamma|_V = \Sigma|_V$, a $\Gamma$-context for sort $s$ is a term in $\mathcal{T}_\Gamma(\{-: s\} \cup Z)$ having exactly one occurrence of a special variable $\_s$ of sort $s$. $Z$ is an infinite set of distinct variables. $\mathcal{C}_\Gamma[\_s]$ denotes the set of all $\Gamma$-contexts for a sort $s$. If $c \in \mathcal{C}_\Gamma[\_s]$, then the sort of the term $c$ is called the result sort of the context $c$. A $\Gamma$-context with visible result sort is called a $\Gamma$-experiment. If $c \in \mathcal{C}_\Gamma[\_s]$ with the result sort $s'$ and $t \in \mathcal{T}_\Sigma(X)_s$, then $c[t]$ denotes the term in $\mathcal{T}_\Sigma(\text{var}(c) \times X)$ obtained from $c$ by substituting $t$ for $\_$. Furthermore, for each hidden $\Sigma$-model $M$, $c$ is a map $[c]_M : M_s \to [M^\text{var}(c) \to M_{s'}]$ defined by $[c]_M(a)(\vartheta) = a_{\vartheta}(c)$, where $a_{\vartheta}(c)$ is the variable assignment $\{\_s \mapsto a\} \cup \{z \mapsto \vartheta(z) \mid z \in \text{var}(c)\}$. We call $[c]_M$ the interpretation of the context $c$ in $M$.

Given a hidden signature $(V, H, \Sigma, D)$, a subsignature $\Gamma \subseteq \Sigma$ such that $\Gamma|_V = \Sigma|_V$ and a hidden $\Sigma$-model $M$, the $\Gamma$-behavioral equivalence on $M$, denoted by $\equiv_{\Gamma}^\Sigma$, is defined as follows:

for any sort $s \in V \cup H$ and any $a, a' \in M_s$,\[ a \equiv_{\Sigma}^\Gamma a' \text{ } \text{iff } [c]_M(a)(\vartheta) = [c]_M(a')(\vartheta) \]

for all $\Gamma$-experiments $c$ and all $(V \cup H)$-sorted maps $\vartheta : \text{var}(c) \to M$.

Given an equivalence $\sim$ on $M$, an operation $f \in \Sigma_{s_1 \ldots s_n, s}$ is congruent wrt $\sim$ iff $[f]_M(a_1, \ldots, a_n) \sim [f]_M(a'_1, \ldots, a'_n)$, whenever $a_i \sim a'_i$ for $i = 1, n$. An operation $f \in \Sigma$ is $\Gamma$-behaviorally congruent wrt $M$ iff it is congruent wrt $\equiv_{\Gamma}^\Sigma$.
A hidden $Γ$-congruence on $M$ is a $(V \cup H)$-equivalence which is the identity on visible sorts and each operation in $Γ$ is congruent wrt it.

**Theorem 1.** [4,9] Given a hidden signature $(V, H, Σ, D)$, a subsignature $Γ \subseteq Σ$ such that $Γ|_V = Σ|_V$ and a hidden $Σ$-model $M$, then $Γ$-behavioral equivalence is the largest hidden $Γ$-congruence on $M$.

A hidden $Σ$-model $M$ $Γ$-behaviorally satisfies a $Σ$-equation $e$ of the form $(\forall X)\, t = t'$ iff $C$ if and only if for all $ϑ : X \to M$, $ϑ(t) \equiv_{Σ}^{Γ} \vartheta(t')$ whenever $ϑ(u) \equiv_{Σ}^{Γ} \vartheta(v)$ for all $u = v \in C$. We write $M \models_{Σ}^{Γ} e$. If $E$ is a set of $Σ$-equations, then we write $M \models_{Σ}^{Γ} E$ iff $M \models_{Σ}^{Γ} e$ for all $e \in E$.

An behavioral specification is a triplet $B = (Σ, Γ, E)$ consisting of a hidden $Σ$-signature, a subsignature $Γ \subseteq Σ$ such that $Γ|_V = Σ|_V$ and a set of $Σ$-equations. We often denote the constituents of $B$ by $Σ(B), Γ(B)$ and respectively $E(B)$. The operations in $Γ \setminus (Σ|_V)$ are called behavioral. A hidden $Σ$-model $M$ behaviorally satisfies the specification $B$ iff $M$ $Γ$-behaviorally satisfies $E$, that is $M \models_{Σ}^{Γ} E$. We write $M \models B$ and we say that $M$ is a $B$-model. For any equation $e$, we write $B \models e$ iff $M \models B$ implies $M \models e$. An operation $f \in Σ$ is behaviorally congruent wrt $B$ iff $f$ is $Γ$-behaviorally congruent wrt each $B$-model $M$.

Behavioral specifications can be used to model concurrent objects as follows.

- $B$ specifies a simple object iff:
  1. $H(B)$ has a unique element $h$ called state sort;
  2. each operation $f \in Σ \setminus Σ|_V$ is either:
     - a hidden (generalized) constant which models an initial state, or
     - a method $f : hv_1 \cdots v_n \to h$ with $v_i \in V$, for $i = 1 \cdots n$, or
     - an attribute $f : hv_1 \cdots v_n \to v$ with $v \in V$ and $v_i \in V$, for $i = 1 \cdots n$.

In other words, the framework for simple objects is the monadic fixed-data hidden algebra [9]. A concurrent connection $B_1 \| \cdots \| B_n$ is defined as in [5] where the (composite) state sort is implemented as tupling. If $h_i$ is the state sort of $B_i$, then a composite state is a tuple $(S_1, \ldots, S_n) : \text{Tuple}$ where the state $S_i$ is of sort $h_i$. Projection operations $i^*, i = 1 \cdots n$, are defined by $i^*((S_1, \ldots, S_n)) = S_i$ together with the “tupling equation” $(1^*T, \ldots, n^*T) = T$ for each $T$ of sort $\text{Tuple}$. We assume that all the specifications $B_1, \ldots, B_n$ share the same data algebra. By object specification we mean either a simple object specification, or a conservative extension of a concurrent connection of object specifications.

A similar approach of behavioral specifications is given in [6]. There the behavioral attributes are called direct observers and the behavioral methods are called indirect observers. However, there are some subtle differences between the two approaches, e.g., the definition for signature morphisms, but these differences are not essential for our approach. We have chosen hidden algebra because there is the software tool BOBJ able to execute behavioral specifications and to prove properties expressed in terms of behavioral equivalences.

BOBJ system [2] is used for behavioral specification, computation, and verification. BOBJ extends OBJ3 with support for behavioral specification and verification, and in particular, it provides circular coinductive rewriting with case analysis for conditional equations over behavioral theories. All examples in this paper are presented in BOBJ.
Example 1. Critical Region. A critical region is a section of code executed under mutual exclusion. A solution for mutual exclusion is provided by semaphores. The data algebra includes the process status values and the semaphore values:

dth DATA is
  sorts ProcStatus SemVal .
  ops idle blocked critical : -> ProcStatus .
  ops 0 1 : -> SemVal .
end

A process is specified in a rather abstract way as a simple object with just one method, that changes the status of the process, and just one attribute that returns the status:

bth PROCESS is
  sort Process . inc DATA .
  op getSt : Process -> ProcStatus .
  eq getSt(setSt(P, S)) = S .
end

Here we consider only two processes:

bth PR1 is inc PROCESS * (sort Process to Pr1) . end
bth PR2 is inc PROCESS * (sort Process to Pr2) . end

A semaphore is a protected variable whose value can be accessed and altered only by two primitive operations. A binary semaphore can take only the values 0 or 1. The module SEM given below describes a binary semaphore as a simple object. The two primitives are described by two methods, setOn and setOff, and the attribute val returns the value of the semaphore.

bth SEM is
  sort Sem . inc DATA .
  op val : Sem -> SemVal .
  ops setOn setOff : Sem -> Sem .
  var S : Sem .
  eq val(setOn(S)) = 1 .
  eq val(setOff(S)) = 0 .
end

We present the mutual exclusion considering a semaphore SEM working concurrently with the two processes PR1 and PR2. We define four methods, enter1, enter2, exit1, and exit2 implementing the previous procedures for each process. Since we consider only two processes, the queue may contain at most one blocked process and therefore it is useless. Testing the emptiness of the queue is equivalently with checking whether the other process is blocked.

bth CS is
  inc (PR1 || PR2 || SEM) * (sort Tuple to Cs) .
  op init : -> Cs .
  ops enter1 enter2 exit1 exit2 : Cs -> Cs .
  var C : Cs .
  eq enter1(C) =
      if(getSt(1*C) == idle) then
        if (val(3*C) == 1.SemVal) then
          <setSt(1*C, critical), 2*C, setOff(3*C)>
        else
          <setSt(1*C, blocked), 2*C, setOff(3*C)>
      else
        <setSt(1*C, critical), 2*C, setOff(3*C)>
  end

end
The behavioral specification CS is a conservative extension of the concurrent connection $PR_1 || PR_2 || SEM$. The role of the four new added derived operations is to synchronize the three concurrent objects in order to achieve a specific task.

\section{LTS and Bisimulation}

The structure of the object specifications allows to associate a labeled transition system (LTS) to each object model. The idea is to use the behavioral methods in $\Gamma$ as actions that produce transitions and the attributes in $\Gamma$ as queries asking for information about a given state. If $B = (\Sigma, \Gamma, E)$ is an object specification, then we write $\Gamma = Att(\Gamma) \cup Met(\Gamma)$, where $Att(\Gamma)$ denotes the set of attributes of $\Gamma$ and $Met(\Gamma)$ denotes the set of methods of $\Gamma$. We make the assumptions that $\Gamma = \Sigma |_{V} \cup Met(\Gamma) \cup Att(\Gamma)$ and $D_v \neq \emptyset$ for each visible sort $v$.

\begin{definition}
Given an object specification $B = (\Sigma, \Gamma, E)$, an atomic $\Gamma$-query for hidden sort $h$ is a term of the form $q(\ldots, z_1, \ldots, z_n)$ with $q \in Att(\Gamma)$, $\ldots$ a special variable of sort $h$, and $z_1, \ldots, z_n$ are pairwise distinct visible variables.

We denote by $AQ_{\Gamma}[^{\ldots} : h]$ the set of all atomic $\Gamma$-queries for $h$. An atomic $\Gamma$-action for $h$ is a term $\alpha$ of the form $g(\ldots, t_1, \ldots, t_n)$, where $g \in Met(\Gamma)$ is a method and $t_i$ is either an atomic $\Gamma$-query, or a term in $\mathcal{T}_{\mathcal{R}_V}(Z)$ with $Z$ a set of visible variables, or an element in $D$ for $i = 1, n$. We denote by $AA_{\Gamma}[^{\ldots} : h]$ the set of all atomic $\Gamma$-actions.
\end{definition}

The dynamic behavior of a system is given by the sequences of states produced by an execution. Hidden algebra describes only partially this dynamics by providing means to investigate the behavior of the states under various experiments. We complete this partial approach by using the labeled transition system given by atomic actions over hidden models. The atomic actions correspond to the method calls. The presence of a query in an action models a communication between objects.
Definition 2. Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \) and a \( \mathcal{B} \)-model \( M \), the labeled transition system defined by \( M \) is \( \text{LTS}_\Gamma(M) = (M_h, AA[\_ : h], \overset{\alpha}{\rightarrow}_M) \), where \( h \) is the state sort of \( \mathcal{B} \) and the transition relation \( \overset{\alpha}{\rightarrow}_M \) is given by: if \( \alpha \) is an atomic action, then \( \overset{\alpha}{\rightarrow}_M a' \) iff there is a variable assignment \( \vartheta : \text{var}(\alpha) \rightarrow D(\mathcal{B}) \) such that \( a' = [\alpha]_M(a)(\vartheta) \).

The expression \([\alpha]_M(a)(\vartheta)\) means that the method designed by \( \alpha \) in \( M \) is executed over the state \( a \) with the actual arguments \( \vartheta(\text{var}(\alpha)) \). The transition relation can be non-deterministic.

An interesting problem is the relationship between the LTSs defined by two models of the same specification. This question can be answered using an appropriate bisimulation notion.

Definition 3. Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \), two \( \mathcal{B} \)-models \( M \) and \( M' \), and a relation \( R \subseteq M_h \times M'_h \) where \( h \) is the state sort of \( \mathcal{B} \), we say that \( R \) is a \( \Gamma \)-behavioral bisimulation between \( M \) and \( M' \) iff:

1. it is a strong bisimulation between \( \text{LTS}_\Gamma(M) \) and \( \text{LTS}_\Gamma(M') \), and
2. a \( Ra \) implies \([a]_M(a,d_1,\ldots,d_n) = [a]_{M'}(a',d_1,\ldots,d_n)\) for each atomic \( \Gamma \)-query \( q(\_ , z_1,\ldots,z_n) \) and variable assignment \( \{z_i \mapsto d_i \mid i = 1, n\} \).

The second condition in Definition 3 expresses the behavioral nature of the bisimulation relation. The addition of this constraint preserves the main properties for the behavioral bisimulations.

Proposition 1. Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \), then:

1. the \( \Gamma \)-behavioral equivalence is a \( \Gamma \)-behavioral bisimulation;
2. the inverse of a \( \Gamma \)-behavioral bisimulation is a \( \Gamma \)-behavioral bisimulation;
3. the composition, the union, and the intersection of two \( \Gamma \)-behavioral bisimulations are \( \Gamma \)-behavioral bisimulations.

Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \) and two \( \mathcal{B} \)-models \( M \) and \( M' \), then \( M \approx^\Gamma M' \) iff there is a \( \Gamma \)-behavioral bisimulation \( R \) between \( M \) and \( M' \).

Proposition 2. Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \), then \( \approx^\Gamma \) is an equivalence relation.

If \( M \approx^\Gamma M' \), then \( \approx_{M,M'}^\Gamma \) denotes the largest \( \Gamma \)-behavioral bisimulation between \( M \) and \( M' \) and it is defined by:

\[
\approx_{M,M'}^\Gamma = \bigcup \{ R \mid R \text{ a } \Gamma \text{-behavioral bisimulation between } M \text{ and } M' \}.
\]

An interesting example of \( \Gamma \)-behavioral bisimulation is the following. Let \( \mathcal{B} = (\Sigma, \Gamma, E) \) be an object specification with the state sort \( h \). A composite \( \Gamma \)-query for \( h \) is coinductively defined as follows:

- each atomic \( \Gamma \)-query is a composite \( \Gamma \)-query for \( h \), and the only occurrence of \( \_ \) is marked;
- for each composite \( \Gamma \)-query \( c \), for each atomic \( \Gamma \)-action \( g(\_, t_1, \ldots, t_n) \), \( c[g(\_, t_1, \ldots, t_n)] \) is a composite \( \Gamma \)-query that denotes the term obtained from \( c \) by replacing the marked occurrence of the special variable \( \_ \) with \( g(\_, t_1, \ldots, t_n) \), and the new occurrence of \( \_ \) as argument of \( g \) is marked.
We denote by $Q_{\Gamma}[\_ : h]$ the set of all composite $\Gamma$-queries for $h$. Given two $\mathcal{B}$-models $M$, $M'$, the relation $\cong_{M,M'}^{\Sigma,\Gamma}$ is defined as follows: $a \cong_{M,M'}^{\Sigma,\Gamma} a'$ iff for any composite $\Gamma$-query $c \in Q_{\Gamma}[\_ : h]$ and for any $\vartheta : \text{var}(c) \to D(\mathcal{B})$, we have $[c]_M(a)(\vartheta) = [c]_{M'}(a')(\vartheta)$.

The definition of the relation $\cong_{M,M'}^{\Sigma,\Gamma}$ is similar to that of the behavioral equivalence. In fact, we can prove that if $M = M'$ then the behavioral bisimulation $\equiv_{M,M}$ is the same with the behavioral equivalence over the state sort.

**Theorem 2.** Given an object specification $\mathcal{B} = (\Sigma, \Gamma, E)$ with the state sort $h$ and a $\mathcal{B}$-model $M$, then the $\Gamma$-behavioral equivalence is the same with the $\Gamma$-behavioral bisimulation over the sort $h$, i.e.

$$a \equiv_{\Sigma} a' \iff a \equiv_{M,M}^{\Sigma,\Gamma} a' \text{ for all states } a, a' \in M_h.$$ 

**Proposition 3.** Given an object specification $\mathcal{B} = (\Sigma, \Gamma, E)$ and two $\mathcal{B}$-models $M$ and $M'$, $\equiv_{M,M'}^{\Sigma,\Gamma}$ is a bisimulation whenever it is nonempty.

There are cases when the relation $\cong_{M,M'}^{\Sigma,\Gamma}$ is empty (see [7]). However these cases are very rare in practice. In order to avoid them, we consider “well founded” object specifications $\mathcal{B}$ where $\cong_{M,M'}^{\Sigma,\Gamma}$ is nonempty for any two $\mathcal{B}$-models $M$ and $M'$.

### 4 CTL Models

**Computational Tree Logic (CTL)** is a branching time logic, meaning that its model of time is a tree-like structure in which the future is not determined; there are different paths in the future, any one of which might be the “actual” path that is desired. We assume a fixed set $\text{Atoms}$ of atomic propositions denoted by $p, q, r, \ldots$. Following [3], the CTL **formulas** are inductively defined as follows:

$$\phi ::= \mathbf{tt} \mid \mathbf{ff} \mid p \mid (\neg \phi) \mid (\phi_1 \land \phi_2) \mid \mathbf{EX} \phi \mid \mathbf{EG} \phi \mid \mathbf{E}[\phi_1 \cup \phi_2].$$

The intuitive meaning for each propositional connective is the usual one. The temporal connectives are pairs of symbols. The first is $\mathbf{E}$, meaning “there exists one path”. The second one is $\mathbf{X}$, $\mathbf{G}$, or $\mathbf{U}$, meaning “next state”, “all future state (Globally)”, and “Until”, respectively. We can express other five operators, where $\mathbf{A}$ means “for All paths”:

$$\mathbf{EF} \phi = \mathbf{E}[\mathbf{tt} \cup \phi] \quad \mathbf{AX} \phi = \neg \mathbf{EX} (\neg \phi)$$
$$\mathbf{AG} \phi = \neg \mathbf{EF} (\neg \phi) \quad \mathbf{AF} \phi = \neg \mathbf{EG} (\neg \phi)$$
$$\mathbf{A}[\phi_1 \cup \phi_2] = \neg \mathbf{E}[\neg \phi_2 \cup (\neg \phi_1 \land \neg \phi_2)] \land \neg \mathbf{EG} \neg \phi_2$$

A **model** for CTL is a triple $M = (S, \rightarrow, L)$ consisting of a set of states $S$ endowed with a transition relation $\rightarrow$ such that for every state $s \in S$ there is a state $s' \in S$ with $s \rightarrow s'$, and a labeling function $L : S \rightarrow \mathcal{P}(\text{Atoms})$.

Let $M = (S, \rightarrow, L)$ be a model for CTL. The satisfaction relation $\mathcal{M}, s \models \phi$, expressing that the state $s \in S$ satisfies in $\mathcal{M}$ the CTL formula $\phi$, is inductively defined as follows:
1. \( \mathcal{M}, s \models \text{tt} \) and \( \mathcal{M}, s \not\models \text{ff} \) for all \( s \in S \).
2. \( \mathcal{M}, s \models p \) iff \( p \in L(s) \).
3. \( \mathcal{M}, s \models \neg \phi \) iff \( \mathcal{M}, s \not\models \phi \).
4. \( \mathcal{M}, s \models \phi_1 \land \phi_2 \) iff \( \mathcal{M}, s \models \phi_1 \) and \( \mathcal{M}, s \models \phi_2 \).
5. \( \mathcal{M}, s \models \text{EX} \phi \) iff there is a path \( s = s_0 \rightarrow s_1 \rightarrow s_2 \rightarrow \ldots \) such that \( \mathcal{M}, s_i \models \phi \) for all \( i = 0, 1, 2, \ldots \).
6. \( \mathcal{M}, s \models \text{EG} \phi \) iff there is a path \( s = s_0 \rightarrow s_1 \rightarrow s_2 \rightarrow \ldots \) which satisfies the formula \( \phi_1 \lor \phi_2 \), i.e. there is \( i \in \{0, 1, 2, \ldots \} \) such that \( \mathcal{M}, s_i \models \phi_2 \) and \( \mathcal{M}, s_j \models \phi_1 \) for all \( j < i \).

We write \( s \models \phi \) for \( \mathcal{M}, s \models \phi \) whenever \( M \) is understood from the context. In order to define CTL formulas for object specification, it is enough to define the specific CTL atomic propositions.

**Definition 4.** Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \) with the state sort \( h \), a CTL atomic \( \Gamma \)-proposition for sort \( h \) is an equation

\[
q(-, d_1, \ldots, d_n) = d \text{ with } q \in \text{Att}(\Gamma) \text{ and } d, d_1, \ldots, d_n \in D(\mathcal{B}).
\]

The intuitive meaning of an atomic \( \Gamma \)-proposition is that we obtain \( d \) whenever we execute a query \( q(-, d_1, \ldots, d_n) \) over the current state.

**Definition 5.** Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \) with the state sort \( h \) and a \( \mathcal{B} \)-model \( M \), we say that a state \( a \in M_h \) satisfies the atomic \( \Gamma \)-proposition \( q(-, d_1, \ldots, d_n) = d \) iff \( [q]_M(a, d_1, \ldots, d_n) = d \). We denote by \( L_\Gamma(a) \) the set of atomic \( \Gamma \)-propositions satisfied by the state \( a \).

**Example 2.** Critical Region (continued). Consider

\[
\text{Att}(\Gamma) = \{\text{getSt(1 * _), getSt(2 * _), val(3 * _)}\} \text{ and } \\
an = \langle \text{getSt(1 * init, critical), 2 * init, setOff(3 * init)} \rangle
\]

expressing that the first process is entered in the critical section, the second process in the initial state, and the semaphore is off. Then

\[
L_\Gamma(a) = \{\text{getSt(1 * _)=critical, getSt(2 * _)=idle, val(3 * _)=0}\}.
\]

The LTS associated to \( \mathcal{B} \)-models are used to build CTL models for \( \mathcal{B} \).

**Proposition 4.** Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \) with the state sort \( h \) having at least one method in \( \Gamma \), and a \( \mathcal{B} \)-model \( M \), \( \text{LTS}_\Gamma(M) \) together with the labeling function \( L_\Gamma \) form a CTL model.

**Theorem 3.** Consider an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \) with the state sort \( h \), two \( \mathcal{B} \)-models \( M \) and \( M' \), \( a \in M_h \), and \( a' \in M_h' \). If \( a \approx_{M, M'} a' \), then \( a \) and \( a' \) satisfy the same set of CTL formulas.

A converse result does not hold because we consider only behavioral attributes in our CTL atomic propositions. If we also consider the behavioral methods, then we can say that two states are bisimilar iff they satisfy the same
set of CTL formulas, obtaining in this way a result similar to Proposition 4.8 in [8].

Theorem 3 has an important meaning for the study of the temporal properties. Given a model \( M \) and its sets of CTL formulas, we may transfer these sets of CTL formulas to any other model \( M' \) as follows: for a state \( a' \) of \( M' \), we search for a bisimilar state \( a \) of \( M \) and consider its set of CTL formulas. It is necessary to consider well founded specifications.

We note that the set \( E \) of equations plays a minimal role for proving the temporal properties. Next section reveals the essential role played by \( E \) in finding a canonical CTL model suitable for a model checking algorithm.

## 5 Model Checking for Object Specification

Model checking [3] is an automatic technique for verifying properties of finite-state systems. The properties are expressed using temporal logic, e.g. CTL, and the system is modeled by a state-transition graph. Then an efficient search procedure is used to check if the formulas expressing the system properties are satisfied by the corresponding transition graph.

CTL can express temporal behavioral properties of systems described by object specifications. In this section we investigate how we can associate a state-transition graph to an object specification such that the model checking procedure can be applied to verify the system. The temporal properties of a system can be expressed starting from an initial state, i.e. the state whose temporal properties we are searching for. This justifies the following definition.

**Definition 6.** Given an object specification \( \mathcal{B} = (\Sigma, \Gamma, E) \) with the state sort \( h \), and a \( \mathcal{B} \)-model \( M \), a state \( a \in M_h \) is initial iff there is a (generalized) hidden constant \( t \) such that \( a = [t]_M \) \( (a = [t]_M(d_1, \ldots, d_n) \) for some \( d_1, \ldots, d_n \in D \) if \( t \) is generalized). We say that \( M \) satisfies a CTL formula \( \Phi \) and write \( M \models \Phi \) iff \( M, a \models \Phi \) for any initial state \( a \in M_h \), where \( h \) is the state sort of \( \mathcal{B} \). We say that \( M \) satisfies a set \( F \) of CTL formulas and we write \( M \models F \) iff \( M \models \Phi \) for each \( \Phi \in F \). Finally, we say that \( \mathcal{B} \) satisfies a set \( F \) of CTL formulas and we write \( \mathcal{B} \models F \) iff \( M \models F \) for each \( \mathcal{B} \)-model \( M \).

**Example 3.** Critical Region (continued). A temporal specification for the critical region may include:

- there is no state such that both process execute the critical section:

\[
AG(\neg(\text{getSt}(1^*_) = \text{critical}) \land \text{getSt}(2^*_) = \text{critical})
\]

- if no process execute the critical section, then both processes are idle:

\[
AG(\text{val}(3^*_) = 1 \rightarrow (\text{getSt}(1^*_) = \text{idle}) \land \text{getSt}(2^*_) = \text{idle})
\]

We are interested in finding the temporal properties of an object specification. BOBJ is not able always to check whether these properties are satisfied. If we build a model for the specification \( \mathcal{B} \), then we can apply a model checking algorithm over the LTS defined by the model. The \( \mathcal{B} \)-models are admissible implementations and the construction of such a model is a tedious task. In this section
we propose a solution which can be successfully applied in many practical cases. We build a CTL model $KS(B)$ directly from the specification, and this step is done by a software tool. The temporal properties satisfied by any $B$-model $M$ are the same with those satisfied by $KS(B)$ whenever some assumptions are satisfied. Once we have the CTL model $KS(B)$, we can use the existing model checker SMV in order to check the desired temporal properties. We start by giving the construction of the CTL model $KS(B)$.

**Assumptions.** We consider only behavioral specifications $B = (\Sigma, \Gamma, E)$ with the the state sort $h$ and having the following properties:

1. If $v$ is the result sort of an attribute $q \in \text{Att}(\Gamma)$, then $D(B)_v$ is finite.
2. Any ground term $t$ of sort $h$ is defined, i.e. for each atomic $\Gamma$-query $(\_, d_1, \ldots, d_n)$ with $d_i \in D$, there is $d \in D$ such that $\mathcal{B} \models q(t, d_1, \ldots, d_n) = d$.

The definition for defined term is different from that used in [4] because we consider only atomic queries instead of arbitrary contexts.

An abstract state $S$ for $B$ is constructed as follows:

- we start with $S = \emptyset$, and
- for each $q \in \text{Att}(\Gamma)$ and appropriate $d_1, \ldots, d_n, d \in D$, we add the atomic CTL proposition $q(\_, d_1, \ldots, d_n) = d$ to $S$.

According to our assumptions, the set of all abstract states is finite. The transition relation over the abstract states is defined by: $S \xrightarrow{\alpha} S'$ iff for every $B$-model $M$ and $a \in M_h$, if $a \models \bigwedge_{s \in S} s$ and $a \xrightarrow{\alpha} M a'$ then $a' \models \bigwedge_{s \in S'} s$.

Even if this definition is of semantic nature, we can use the BOBJ system to find out these transitions. Given an abstract state $S$ and an action $\alpha$, then $S'$ is constructed according to the following steps:

1. Consider a hidden constant $a$ of sort $h$. This is expressed in BOBJ by:

   \[
   \text{op} \ a : \rightarrow \ h .
   \]

2. For each CTL-proposition $q(\_, d_1, \ldots, d_n) = d$ in $S$, we define in BOBJ an equation of the form:

   \[
   \text{eq } q(a, d_1, \ldots, d_n) = d .
   \]

3. For each $q \in \text{Att}(\Gamma)$ and for each appropriate $d_1, \ldots, d_n$ we can compute $q(\alpha(a), d_1, \ldots, d_n)$ using the BOBJ operational semantics:

   \[
   \text{red } q(\alpha(a), d_1, \ldots, d_n) .
   \]

We give as an example the BOBJ code that computes a transition for the critical section. Let $a$ be the state such that the first process is entered in the critical section, the second is waiting for entering (blocked) and the semaphore value is zero. We assume that we want to compute the state obtained by the execution of the method $\text{exit1}(\_$. The BOBJ code is:

\[
\text{open .}
\]
\[
\text{op} \ a : \rightarrow \ h .
\]
\[
\text{eq}\ \text{val}(3*a) = 0.\text{SemVal} .
\]
\[
\text{eq}\ \text{getSt}(1*a) = \text{critical} .
\]
\[
\text{eq}\ \text{getSt}(2*a) = \text{blocked} .
\]
\[
\text{red}\ \text{getSt}(1*\text{exit1}(a)) .
\]
\[
\text{red}\ \text{getSt}(2*\text{exit1}(a)) .
\]
\[
\text{red}\ \text{val}(3*\text{exit1}(a)) .
\]
\[
\text{close}
\]
BOBJ system provides the following output:

reduce in CS : getSt(1* exit1(a))
result ProcStatus: idle

reduce in CS : getSt(2* exit1(a))
result ProcStatus: critical

reduce in CS : val(3* exit1(a))
result SemVal: 0

We see that we obtained the expected results: the first process became idle, the second is entered in the critical section, and the semaphore value remains unchanged.

Given a B-model $M$, a state $a \in M_h$ is reachable wrt $B$ iff there is a ground term $t$ of sort $h$ such that $[t]_M = a$. By $RLTS_{T}(M)$ we denote the subsystem of $LTS_{T}(M)$ induced by the subset of the reachable states. The set of all reachable abstract states together with the transition relation and the labeling function $L(S)=S$ form a canonical LTS denoted by $KS(B)$.

**Theorem 4.** Given an object specification $B = (\Sigma, \Gamma, E)$ satisfying our assumptions and a B-model $M$, then $KS(B)$ is a CTL model and for each reachable $a \in M_h$ there is an abstract state $S_a$ in $KS(B)$ such that $a$ and $S_a$ satisfy the same set of CTL formulas.

**Corollary 1.** For any two B-models $M$ and $M'$, the relation $\simeq_{\Sigma, \Gamma, M,M'} \subseteq M_h \times M'_h$ defined by $a \simeq_{\Sigma, \Gamma, M,M'} a'$ iff

\[ [q]_M(a, d_1, \ldots, d_n) = [q]_{M'}(a', d_1, \ldots, d_n) \] for any atomic $\Gamma$-query $q(\_z_1, \ldots, \_z_n)$ and variable assignment $\{z_i \mapsto d_i \mid i = 1, \ldots, n\}$, is a $\Gamma$-behavioral bisimulation between $RLTS(M)$ and $RLTS(M')$.

We briefly present a procedure implemented by Mihai Daneş which produces an SMV description of the CTL model $KS(B)$ having as input an object specification $B$. If $B$ does not satisfy our assumptions then the procedure stops producing an error message. Once we have the SMV description of the CTL model, we use the SMV system to check the temporal specification of the system. The procedure works as follows:

1. Define an SMV variable for each query $q(\_d_1, \ldots, d_n)$. In this way, a state in $KS(B)$ is completely described by the set of the corresponding variable values.
2. Use BOBJ to compute the variables values for the initial states.
3. For each nonprocessed state, the tool uses BOBJ to compute the set of next states as above and adds the SMV description of each new computed transition to the output. This process is finite due to the assumptions we consider. If BOBJ fails to compute the next state, then the tool stops with failure (the second assumption is not satisfied).
6 Conclusion

This paper nontrivially extends the existing theory of hidden algebra:

1. It defines the notion of "bisimulation" between two models, which is important in order to say when two states behaviorally satisfy the same CTL properties. This notion generalizes the already existing notion of behavioral equivalence.
2. It gives an automatic procedure to extract a CTL model from special cases behavioral specifications. Behavioral satisfaction is a very hard problem in its generality ($\Pi^0_2$), so it is not surprising that we had to constrain the behavioral specifications from which we can extract CTL models automatically.
3. For the first time, a model checking procedure is given for behavioral specifications (in hidden logic) of object systems, by employing the SMV model checker.

In order to apply the model checking procedures, we present a construction of a canonical CTL model directly from the object specification, i.e. independent of model. These ingredients provide a formal engineering environment for object oriented paradigm covering both (algebraic) equational features, and temporal aspects.

We investigate how to weaken the constrains imposed over object specifications in order to produce canonical CTL-models. A challenging problem is to develop a framework for model checking general behavioral specifications able to specify infinite state systems and having multiple hidden types and methods with more than one hidden argument.
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Abstract. Polygonal hybrid systems are a subclass of planar hybrid automata which can be represented by piecewise constant differential inclusions. Here, we identify and compute an important object of such systems' phase portrait, namely invariance kernels. An invariant set is a set of initial points of trajectories which keep rotating in a cycle forever and the invariance kernel is the largest of such sets. We show that this kernel is a non-convex polygon and we give a non-iterative algorithm for computing the coordinates of its vertices and edges. Moreover, we present a breadth-first search algorithm for solving the reachability problem for such systems. Invariance kernels play an important role in the algorithm.

1 Introduction

A hybrid system is a system where both continuous and discrete behaviors interact with each other. A typical example is given by a discrete program that interacts with (controls, monitors, supervises) a continuous physical environment. In the last decade many (un)decidability results for a variety of problems concerning classes of hybrid systems have been given [ACH+95,ABDM00,BT00], [DM98,GM99,KV00]. One of the main research areas in hybrid systems is reachability analysis. Most of the proved decidability results are based on the existence of a finite and computable partition of the state space into classes of states which are equivalent with respect to reachability. This is the case for timed automata [AD94], and classes of rectangular automata [HKPV95] and hybrid automata with linear vector fields [LPY99]. For some particular classes of two-dimensional dynamical systems a geometrical method, which relies on the analysis of topological properties of the plane, has been developed. This approach has been proposed in [MP93]. There, it is shown that the reachability problem for two-dimensional systems with piece-wise constant derivatives (PCDs) is decidable. This result has been extended in [CV96] for planar piece-wise Hamiltonian systems and in [ASY01] for polygonal hybrid systems, a class of nondeterministic systems that correspond to piecewise constant differential inclusions on the plane, see Fig. 1(a). For historical reasons we call such a system an SPDI [Sch02]. In [AMP95] it has been shown that the reachability problem for PCDs is undecidable for dimensions higher than two.
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Another important issue in the analysis of a (hybrid) dynamical system is the study of its qualitative behavior, namely the construction of its phase portrait. Typical questions one may want to answer include: “does every trajectory (except for the equilibrium point at the origin) converge to a limit cycle?”, and “what is the biggest set such that any point on it is reachable from any other point on the set?” There are very few results on the qualitative properties of trajectories of hybrid systems [ASY02,Aub01,DV95,KV96,KdB01,MS00,SJSL00]. In particular, the question of defining and constructing phase portraits of hybrid systems has not been directly addressed except in [MS00], where phase portraits of deterministic systems with piecewise constant derivatives are explored and in [ASY02] where viability and controllability kernels for polygonal differential inclusion systems have been computed.

In this paper we show how to compute another important object of phase portraits of SPDIs, namely the invariance kernel. In general, an invariant set is a set of points such that every trajectory starting in the set remains within the set forever and the invariance kernel is the largest of such sets. We show that, for SPDIs, this kernel for a particular cycle is a non-convex polygon and we give a non-iterative algorithm for computing the coordinates of its vertices and edges\(^1\). Clearly, the invariance kernel provides useful insight about the behavior of the SPDI around simple cycles. Furthermore, we present an alternative algorithm to the one presented in [ASY01] for solving the reachability problem for SPDIs. This algorithm is a breadth-first search, in the spirit of traditional model checking algorithms. Invariance kernels play a key role in the algorithm.

\section{Preliminaries}

\subsection{2.1 Truncated Affine Multivalued Functions}

A (positive) affine function \(f : \mathbb{R} \to \mathbb{R}\) is such that \(f(x) = ax + b\) with \(a > 0\).

An affine multivalued function \(F : \mathbb{R} \to 2^\mathbb{R}\), denoted \(F = \langle f_l, f_u \rangle\), is defined by \(F(x) = \langle f_l(x), f_u(x) \rangle\) where \(f_l\) and \(f_u\) are affine and \(\langle \cdot, \cdot \rangle\) denotes an interval. In

\(^1\) Notice that since SPDIs are partially defined over the plane, their invariance kernels are in general different from the whole plane.
what follows we will consider only well-formed intervals, i.e. \( \langle l, u \rangle \) is an interval iff \( l \leq u \). For notational convenience, we do not make explicit whether intervals are open, closed, left-open or right-open, unless required for comprehension. For an interval \( I = \langle l, u \rangle \) we have that \( F(\langle l, u \rangle) = \langle f_l(l), f_u(u) \rangle \). The inverse of \( F \) is defined by \( F^{-1}(x) = \{ y \mid x \in F(y) \} \). It is not difficult to show that \( F^{-1} = (f_u^{-1}, f_l^{-1}) \). The universal inverse of \( F \) is defined by \( \tilde{F}^{-1}(I) = I' \) iff \( I' \) is the greatest non-empty interval such that for all \( x \in I' \), \( F(x) \subseteq I \). Notice that if \( I \) is a singleton then \( \tilde{F}^{-1} \) is defined only if \( f_l = f_u \). These classes of functions are closed under composition.

A *truncated affine multivalued function* (TAMF) \( F : \mathbb{R} \to 2^\mathbb{R} \) is defined by an affine multivalued function \( F \) and intervals \( S \subseteq \mathbb{R}^+ \) and \( J \subseteq \mathbb{R}^+ \) as follows: \( F(x) = F(x) \cap J \) if \( x \in S \), otherwise \( F(x) = \emptyset \). For convenience we write \( F(I) = F(I \cap S) \cap J \). For an interval \( I \), \( F(I) = F(I \cap S) \cap J \) and \( F^{-1}(I) = F^{-1}(I \cap J) \cap S \). We say that \( F \) is *normalized* if \( S = \text{Dom} F = \{ x \mid F(x) \cap J \neq \emptyset \} \) (thus, \( S \subseteq F^{-1}(J) \)) and \( J = \text{Im} F = F(S) \). In what follows we only consider normalized TAMFs. The *universal inverse* of \( F \) is defined by \( \tilde{F}^{-1}(I) = I' \) iff \( I' \) is the greatest non-empty interval such that for all \( x \in I' \), \( F(x) \subseteq I \) and \( F(x) = F(x) \).

TAMFs are closed under composition [ASY01]:

**Theorem 1.** The composition of two TAMFs \( F_1(I) = F_1(I \cap S_1) \cap J_1 \) and \( F_2(I) = F_2(I \cap S_2) \cap J_2 \), is the TAMF \( (F_2 \circ F_1)(I) = F(I) = F(I \cap S) \cap J \), where \( F = F_2 \circ F_1 \), \( S = S_1 \cap F_1^{-1}(J_1 \cap S_2) \) and \( J = J_2 \cap F_2(J_1 \cap S_2) \).

### 2.2 SPDI

An *angle* \( \angle^b_a \) on the plane, defined by two non-zero vectors \( a, b \) is the set of all positive linear combinations \( x = \alpha a + \beta b \), with \( \alpha, \beta \geq 0 \), and \( \alpha + \beta > 0 \). We can always assume that \( b \) is situated in the counter-clockwise direction from \( a \).

A *polygonal differential inclusion system* (SPDI) is defined by giving a finite partition \( \mathbb{P} \) of the plane into convex polygonal sets, and associating with each \( P \in \mathbb{P} \) a couple of vectors \( \mathbf{a}_P \) and \( \mathbf{b}_P \). Let \( \phi(P) = \angle^b_a \). The SPDI is \( \dot{x} \in \phi(P) \) for \( x \in P \).

Let \( E(P) \) be the set of edges of \( P \). We say that \( e \in E(P) \) is an *entry* of \( P \) if for all \( x \in e \) and for all \( c \in \phi(P) \), \( x + \epsilon c \in P \) for some \( \epsilon > 0 \). We say that \( e \) is an *exit* of \( P \) if the same condition holds for some \( \epsilon < 0 \). We denote by \( \text{In}(P) \subseteq E(P) \) the set of all entries of \( P \) and by \( \text{Out}(P) \subseteq E(P) \) the set of all exits of \( P \).

**Assumption 1** All the edges in \( E(P) \) are either entries or exits, that is, \( E(P) = \text{In}(P) \cup \text{Out}(P) \).

**Example 1.** Consider the SPDI illustrated in Fig. 1(a). For each region \( R_i, 1 \leq i \leq 8 \), there is a pair of vectors \( (\mathbf{a}_i, \mathbf{b}_i) \), where: \( \mathbf{a}_1 = \mathbf{b}_1 = (1, 5), \mathbf{a}_2 = \mathbf{b}_2 = (-1, \frac{1}{2}), \mathbf{a}_3 = (-1, \frac{1}{10}), \mathbf{a}_4 = \mathbf{b}_4 = (-1, -1), \mathbf{a}_5 = \mathbf{b}_5 = (0, -1), \mathbf{a}_6 = \mathbf{b}_6 = (1, -1), \mathbf{a}_7 = \mathbf{b}_7 = (1, 0), \mathbf{a}_8 = \mathbf{b}_8 = (1, 1) \).

\[ \square \]
A trajectory segment of an SPDI is a continuous function $\xi : [0, T] \to \mathbb{R}^2$ which is smooth everywhere except in a discrete set of points, and such that for all $t \in [0, T]$, if $\xi(t) \in P$ and $\dot{\xi}(t)$ is defined then $\dot{\xi}(t) \in \phi(P)$. The signature, denoted $\text{Sig}(\xi)$, is the ordered sequence of edges traversed by the trajectory segment, that is, $e_1, e_2, \ldots$, where $\xi(t_i) \in e_i$ and $t_i < t_{i+1}$. If $T = \infty$, a trajectory segment is called a trajectory.

**Assumption 2** We will only consider trajectories with infinite signatures.

### 2.3 Successors and Predecessors

Given an SPDI, we fix a one-dimensional coordinate system on each edge to represent points laying on edges [ASY01]. For notational convenience, we will use $e$ to denote both the edge and its one-dimensional representation. Accordingly, we write $x \in e$ or $x \in e$, to mean “point $x$ in edge $e$ with coordinate $x$ in the one-dimensional coordinate system of $e$”. The same convention is applied to sets of points of $e$ represented as intervals (e.g., $x \in I$ or $x \in I$, where $I \subseteq e$) and to trajectories (e.g., “$\xi$ starting in $x$” or “$\xi$ starting in $x$”).

Now, let $P \in \mathbb{P}$, $e \in \text{In}(P)$ and $e' \in \text{Out}(P)$. For $I \subseteq e$, $\text{Succ}_{ee'}(I)$ is the set of all points in $e'$ reachable from some point in $I$ by a trajectory segment $\xi : [0, t] \to \mathbb{R}^2$ in $P$ (i.e., $\xi(0) \in I \land \xi(t) \in e' \land \text{Sig}(\xi) = ee'$). We have shown in [ASY01] that $\text{Succ}_{ee'}$ is a TAMF\(^2\).

**Example 2.** Let $e_1, \ldots, e_8$ be as in Fig. 1(a) and $I = [l, u]$. We assume a one-dimensional coordinate system such that $e_i = S_i = J_i = (0, 1)$. We have that:

$$F_{e_1e_2}(I) = \left[ \frac{l}{2}, \frac{u}{2} \right] \quad F_{e_2e_3}(I) = \left[ l - \frac{1}{10}, u + \frac{11}{60} \right]$$

$$F_{e_1e_{i+1}}(I) = I \quad 3 \leq i \leq 7 \quad F_{e_8e_1}(I) = \left[ l + \frac{3}{5}, u + \frac{5}{5} \right]$$

with $\text{Succ}_{e_1e_{i+1}}(I) = F_{e_1e_{i+1}}(I \cap S_i) \cap J_{i+1}$, for $1 \leq i \leq 7$, and $\text{Succ}_{e_8e_1}(I) = F_{e_8e_1}(I \cap S_8) \cap J_1$.

Given a sequence $w = e_1, e_2, \ldots, e_n$, Theorem 1 implies that the successor of $I$ along $w$ defined as $\text{Succ}_w(I) = \text{Succ}_{e_{n-1}e_n} \circ \ldots \circ \text{Succ}_{e_1e_2}(I)$ is a TAMF.

**Example 3.** Let $\sigma = e_1 \cdots e_8e_1$. We have that $\text{Succ}_\sigma(I) = F(I \cap S) \cap J$, where:

$$F(I) = \left[ \frac{l}{2} + \frac{1}{10}, \frac{u}{2} + \frac{23}{60} \right]$$

$S = (0, 1)$ and $J = \left( \frac{1}{5}, \frac{53}{60} \right)$ are computed using Theorem 1.

For $I \subseteq e'$, $\text{Pre}_{ee'}(I)$ is the set of points in $e$ that can reach a point in $I$ by a trajectory segment in $P$. We have that $\text{[ASY01]}: \text{Pre}_{ee'} = \text{Succ}_{ee'}^{-1}$ and $\text{Pre}_\sigma = \text{Succ}_\sigma^{-1}$.

**Example 4.** Let $\sigma = e_1 \cdots e_8e_1$ be as in Fig. 1(a) and $I = [l, u]$. We have that:

$$\text{Pre}_{e_1e_{i+1}}(I) = F_{e_1e_{i+1}}^{-1}(I \cap J_{i+1}) \cap S_i, \text{ for } 1 \leq i \leq 7, \text{ and } \text{Pre}_{e_8e_1}(I) = F_{e_8e_1}^{-1}(I \cap J_1) \cap S_8,$$

where:

$$F_{e_1e_2}^{-1}(I) = \left[ 2l, 2u \right] \quad F_{e_2e_3}^{-1}(I) = \left[ l - \frac{11}{60}, u + \frac{1}{10} \right]$$

$$F_{e_1e_{i+1}}^{-1}(I) = I \quad 3 \leq i \leq 7 \quad F_{e_8e_1}^{-1}(I) = \left[ l - \frac{3}{5}, u - \frac{5}{5} \right]$$

Besides, $\text{Pre}_\sigma(I) = F^{-1}(I \cap J) \cap S$, where $F^{-1}(I) = \left[ 2l - \frac{23}{60}, 2u - \frac{1}{5} \right]$.

\(^2\) In [ASY01] we explain how to choose the positive direction on every edge in order to guarantee positive coefficients in the TAMF.
2.4 Qualitative Analysis of Simple Edge-Cycles

Let $\sigma = e_1 \cdots e_k e_1$ be a simple edge-cycle, i.e., $e_i \neq e_j$ for all $1 \leq i \neq j \leq k$. Let $\text{Succ}_\sigma(I) = F(I \cap S) \cap J$ with $F = \langle f_l, f_u \rangle$ (we suppose that this representation is normalized). We denote by $D_\sigma$ the one-dimensional discrete-time dynamical system defined by $\text{Succ}_\sigma$, that is $x_{n+1} \in \text{Succ}_\sigma(x_n)$.

**Assumption 3** None of the two functions $f_l, f_u$ is the identity.

Let $l^*$ and $u^*$ be the fixpoints\(^3\) of $f_l$ and $f_u$, respectively, and $S \cap J = \langle L, U \rangle$. We have shown in [ASY01] that a simple cycle is of one of the following types:

**STAY.** The cycle is not abandoned neither by the leftmost nor the rightmost trajectory, that is, $L \leq l^* \leq u^* \leq U$.

**DIE.** The rightmost trajectory exits the cycle through the left (consequently the leftmost one also exits) or the leftmost trajectory exits the cycle through the right (consequently the rightmost one also exits), that is, $u^* < L \vee l^* > U$.

**EXIT-BOTH.** The leftmost trajectory exits the cycle through the left and the rightmost one through the right, that is, $l^* < L \wedge u^* > U$.

**EXIT-LEFT.** The leftmost trajectory exits the cycle (through the left) but the rightmost one stays inside, that is, $l^* < L \leq u^* \leq U$.

**EXIT-RIGHT.** The rightmost trajectory exits the cycle (through the right) but the leftmost one stays inside, that is, $L \leq l^* \leq U < u^*$.

**Example 5.** Let $\sigma = e_1 \cdots e_8 e_1$. We have that $S \cap J = \langle L, U \rangle = \langle \frac{1}{5}, \frac{53}{60} \rangle$. The fixpoints of the equation in example 3 are such that $L = l^* = \frac{1}{5} < u^* = \frac{43}{60} < U$. Thus, $\sigma$ is STAY.

The classification above gives us some information about the qualitative behavior of trajectories. Any trajectory that enters a cycle of type DIE will eventually quit it after a finite number of turns. If the cycle is of type STAY, all trajectories that happen to enter it will keep turning inside it forever. In all other cases, some trajectories will turn for a while and then exit, and others will continue turning forever. This information is very useful for solving the reachability problem [ASY01].

**Example 6.** Consider again the cycle $\sigma = e_1 \cdots e_8 e_1$. Fig. 1(b) shows the reach set of the interval $[0.95, 1.0] \subset e_1$. Notice that the leftmost trajectory “converges to” the limit $l^* = \frac{1}{5}$. Fig. 1(b) has been automatically generated by the SPeDI toolbox [APS02] we have developed for reachability analysis of SPDIs.

The above result does not allow us to directly answer other questions about the behavior of the SPDI such as determine for a given point (or set of points) whether any trajectory (if it exists) starting in the point remains in the cycle forever. In order to do this, we need to further study the properties of the system around simple edge-cycles and in particular STAY cycles. See [Sch03] for some important properties of STAY cycles.

\(^3\) Obviously, the fixpoint $x^*$ is computed by solving a linear equation $f(x^*) = x^*$, which can be finite or infinite (see Lemma 6, page 45 of [Sch02]).
3 Invariance Kernel

In this section we define the notion of invariance kernel and we show how to compute it. In general, an invariant set is a set of points such that for any point in the set, every trajectory starting in such point remains in the set forever and the invariance kernel is the largest of such sets. In particular, for SPDI, given a cyclic signature, an invariant set is a set of points which keep rotating in the cycle forever and the invariance kernel is the largest of such sets. We show that this kernel is a non-convex polygon (often with a hole in the middle) and we give a non-iterative algorithm for computing the coordinates of its vertices and edges.

In what follows, let $K \subset \mathbb{R}^2$. We recall the definition of viable trajectory. A trajectory $\xi$ is viable in $K$ if $\xi(t) \in K$ for all $t \geq 0$. $K$ is a viability domain if for every $x \in K$, there exists at least one trajectory $\xi$, with $\xi(0) = x$, which is viable in $K$.

**Definition 1.** We say that a set $K$ is invariant if for any $x \in K$ such that there exists at least one trajectory starting in it, every trajectory starting in $x$ is viable in $K$. Given a set $K$, its largest invariant subset is called the invariance kernel of $K$ and is denoted by $\lnv(K_\sigma)$.

We denote by $\mathcal{D}_\sigma$ the one-dimensional discrete-time dynamical system defined by $\text{Succ}_\sigma$, that is $x_{n+1} \in \text{Succ}_\sigma(x_n)$. The concepts above can be defined for $\mathcal{D}_\sigma$, by setting that a trajectory $x_0x_1\ldots$ of $\mathcal{D}_\sigma$ is viable in an interval $I \subseteq \mathbb{R}$, if $x_i \in I$ for all $i \geq 0$. Similarly we say that an interval $I$ in an edge $e$ is invariant if any trajectory starting on $x_0 \in I$ is viable in $I$.

Before showing how to compute the invariance kernel of a cycle, we give a characterization of one-dimensional discrete-time invariant.

**Lemma 1.** For $\mathcal{D}_\sigma$ and $\sigma$ a STAY cycle, the following is valid. If $I$ is such that $F(I) \subseteq I$ and $F(I) = \mathcal{F}(I)$ then $I$ is invariant. On the other hand if $I$ is invariant then $F(I) = \mathcal{F}(I)$.

**Proof:** Suppose that $F(I) = \mathcal{F}(I)$ and $F(I) \subseteq I$, then $\mathcal{F}(I) \subseteq I$, thus by definition of STAY and monotonicity of $\mathcal{F}$, we know that for all $n$, $\mathcal{F}^n(I) \subseteq I$. Hence $I$ is invariant. Let suppose now that $I$ is invariant, then for any trajectory starting on $x_0 \in I$, $x_0x_1\ldots$ is in $I$ and trivially $F(I) = \mathcal{F}(I)$.

Given two edges $e$ and $e'$ and an interval $I \subseteq e'$ we define the $\forall$-predecessor $\tilde{\text{Pre}}(I)$ in a similar way to $\text{Pre}(I)$ using the universal inverse instead of just the inverse: for $I \subseteq e'$, $\tilde{\text{Pre}}_{ee'}(I)$ is the set of points in $e$ such that any successor of such points are in $I$ by a trajectory segment in $P$. We have that $\tilde{\text{Pre}}_{ee'} = \tilde{\text{Suc}}_{ee'}^{-1}$ and $\tilde{\text{Pre}}_\sigma = \tilde{\text{Suc}}_\sigma^{-1}$.

**Theorem 2.** For $\mathcal{D}_\sigma$, if $\sigma = e_1\ldots e_ne_1$ is STAY then $\lnv(e_1) = \tilde{\text{Pre}}_\sigma(J)$, else $\lnv(e_1) = \emptyset$.

**Proof:** That $\lnv(e_1) = \emptyset$ for any type of cycle but STAY follows directly from the definition of each type of cycle.
Let us consider a STAY cycle with signature $\sigma$. Let $I_K = \tilde{F}^{-1}(J) = \tilde{\text{Pre}}_{e}(J)$. We know that $F(\tilde{F}^{-1}(J)) = F(\tilde{F}^{-1}(J))$ and by STAY property, $F(\tilde{F}^{-1}(J)) \subseteq \tilde{F}^{-1}(J)$, thus by Lemma 1 we have that $I_K$ is invariant. We prove now that $I_K$ is indeed the greatest invariant. Let suppose that there exists an invariant $H \subseteq S$ strictly greater than $I_K$. By assumption we have that $I_K = \tilde{F}^{-1}(J) \subset H$, then by monotonicity of $F$, $F(\tilde{F}^{-1}(J)) \subset F(H)$ and since $F(\tilde{F}^{-1}(J)) = J$ we have that $J \subset F(H)$, but this contradicts the monotonicity of $F$ since $J = F(S) \subset F(H)$ and then $S \subset H$ which contradicts the hypothesis that $H \subseteq S$. Hence, $\text{lnv}(e_1) = \tilde{\text{Pre}}_{e}(J)$.

The invariance kernel for the continuous-time system can be now found by propagating $\tilde{\text{Pre}}(J)$ from $e_1$ using the following operator. The extended $\forall$-predecessor of an output edge $e$ of a region $R$ is the set of points in $R$ such that every trajectory segment starting in such point reaches $e$ without traversing any other edge. More formally,

**Definition 2.** Let $R$ be a region and $e$ be an edge in $\text{Out}(R)$. The $\forall$-extended $\forall$-predecessor of $I$, $\tilde{\text{Pre}}_{e}(I)$ is defined as:

$$\tilde{\text{Pre}}_{e}(I) = \{x \mid \forall \xi \cdot (\xi(0) = x \Rightarrow \exists t \geq 0 \cdot (\xi(t) \in I \land \text{Sig}(\xi[0, t]) = e))\}.$$ 

The above notion can be extended to cyclic signatures (and so to edge-signatures) as follows. Let $\sigma = e_1, \ldots, e_k$ be a cyclic signature. For $I \subseteq e_1$, the $\sigma$-extended $\forall$-predecessor of $I$, $\tilde{\text{Pre}}_{\sigma}(I)$ is the set of all $x \in \mathbb{R}^2$ for which any trajectory segment $\xi$ starting in $x$, reaches some point in $I$, such that $\text{Sig}(\xi)$ is a suffix of $e_2 \ldots e_k e_1$.

It is easy to see that $\tilde{\text{Pre}}_{\sigma}(I)$ is a polygonal subset of the plane which can be calculated using the following procedure. First compute $\tilde{\text{Pre}}_{e_1}(I)$ for all $1 \leq i \leq n$ and then apply this operation $k$ times: $\tilde{\text{Pre}}_{e}(I) = \bigcup_{i=1}^{k} \tilde{\text{Pre}}_{e_i}(I_i)$, with $I_1 = I$, $I_k = \tilde{\text{Pre}}_{e_k e_1}(I_1)$ and $I_i = \tilde{\text{Pre}}_{e_i e_{i+1}}(I_{i+1})$, for $2 \leq i \leq k - 1$.

Now, let define the following set:

$$K_{\sigma} = \bigcup_{i=1}^{k} (\text{int}(P_i) \cup e_i)$$

where $P_i$ is such that $e_{i-1} \in \text{In}(P_i)$, $e_i \in \text{Out}(P_i)$ and $\text{int}(P_i)$ is the interior of $P_i$.

We can now compute the invariance kernel of $K_{\sigma}$.

**Theorem 3.** If $\sigma$ is STAY then $\text{lnv}(K_{\sigma}) = \tilde{\text{Pre}}_{\sigma}(\tilde{\text{Pre}}_{\sigma}(J))$, otherwise $\text{lnv}(K_{\sigma}) = \emptyset$.

**Proof:** Trivially $\text{lnv}(K_{\sigma}) = \emptyset$ for any type of cycle but STAY. That $\text{lnv}(K_{\sigma}) = \tilde{\text{Pre}}_{\sigma}(\tilde{\text{Pre}}_{\sigma}(J))$ for STAY cycles, follows directly from Theorem 2 and definition of $\tilde{\text{Pre}}$.

**Example 7.** Let $\sigma = e_1 \ldots e_8 e_1$. Fig. 2 depicts: (a) $K_{\sigma}$, and (b) $\tilde{\text{Pre}}_{e}(\tilde{\text{Pre}}_{e}(J))$.  

---

4 See Lemma 13 in [Sch03] for a proof.

5 See Lemma 12 in [Sch03] for a proof.
4 Reachability Algorithms for SPDIs

4.1 Previous Algorithm [ASY01]

The decidability proof of [ASY01] already provides an algorithmic way of deciding reachability in SPDIs, which was implemented in our tool SPeeDI [APSY02]. We will give an overview of the algorithm to be able to compare and contrast it with the new algorithm that we are proposing. The decidability proof is split into three steps:

1. Identify a notion of *types of signatures*, each of which ‘embodies’ a number of signatures through the SPDI.
2. Prove that a finite number of types suffice to cover all edge signatures. Furthermore, given an SPDI, this set is computable.
3. Give an algorithm which decides whether a given type includes a signature which is feasible under the differential inclusion constraints of the SPDI.

We will not go into the details (see [ASY01] for more details), but will outline a number of items which will allow us to compare the algorithms.

**Definition 3.** A type signature is a sequence of edge signatures with alternating loops: \( r_1s_1^+r_2s_2^+\ldots s_n^+r_{n+1}s^* \). The \( r_i \) parts of the type signature are called the sequential paths while the \( s_i \) parts called iteration paths. The last iteration path \( s \) is always a STAY loop. The interpretation of a type is similar to that of regular expressions:

\[
\text{signatures}(r_1s_1^+r_2s_2^+\ldots s_n^+r_{n+1}s^*) \overset{\text{df}}{=} \{ r_1s_1^{k_1}r_2s_2^{k_2}\ldots s_n^{k_n}r_{n+1}s^k \mid k_i > 0, \ k \geq 0 \}
\]

In [ASY01], one can find details of how to decide whether a given type signature includes an edge signature which is feasible. Clearly, given a source edge \( e_s \) and a destination edge \( e_f \), there potentially exists an infinite number of type signatures from \( e_s \) to \( e_f \). To reduce this to a finite number, [ASY01] applies a number of syntactic constraints which ensure finiteness, but do not leave out any possibly feasible edge signatures. Using these constraints it is easy to implement a depth-first traversal of the SPDI to check all possible type signatures. Note that a breadth-first traversal would require excessive storage requirements of all intermediate nodes.

![Fig. 2. Invariance kernel.](image-url)
From our experience in using SPeeDI, our implementation of this algorithm, the main deficiency of this approach is that incorrect systems which may have ‘short’ counter-examples (in terms of type signature length) end up lost in the exploration of long paths — either taking an excessive amount of time to find the counter-example, or coming up with a long counter-example difficult to use for debugging the hybrid system. Ideally, we should be able to find a shortest counter-example without the need of exhaustive exploration of the SPDI.

4.2 A Breadth-First Algorithm

As is evident from the previous section, it is desirable to have a breadth-first algorithm to be able to identify shortest\(^6\) counter-examples and be able to use standard algorithms for optimisation.

**Definition 4.** The edge graph of an SPDI with partition \(\mathbb{P}\) is the graph with the region edges as nodes: \(N = \bigcup_{P \in \mathbb{P}} E(P)\); and transitions between two edges in the same partition with the first being an input and second an output edge: \(T = \{(e, e') | \exists P \in \mathbb{P} . e, e' \in P, e \in \text{In}(P), e' \in \text{Out}(P)\}\).

**Example 8.** To illustrate the notion of an edge-graph, Fig. 3 illustrates the edge-graph corresponding to the SPDI representing the swimmer example given in Fig. 1(a).

**Definition 5.** The meta-graph of an SPDI \(S\) is its edge graph augmented with the loops in the SPDI:

1. An unlabelled transition for every transition in the original graph: \(\{e \rightarrow e' | \text{input edge } e \text{ and output edge } e' \text{ belong to the same region}\}\)
2. A set of labelled transitions, one for each simple loop in the original graph which is eventually left: \(\{e \mathrel{\overset{s}{\rightarrow}} e' | \text{head}(s) \neq e', \text{ese}e' \text{ is a valid path in } S\}\)
3. A set of labelled sink edges, one for each simple loop of type STAY which is never left: \(\{e \mathrel{\overset{se}{\Rightarrow}} | \text{ese is a valid path in } S, \text{se is a STAY loop}\}\).

\(^6\) Note that shortest, in this context, is not in terms or length of path on the SPDI, or number of edges visited, but on the length of the abstract signature which includes a counter-example.
Note that reachability along a path through the meta-graph corresponds to that of a type signature as defined in the previous section. For example $e_1 \to e_2 \overset{s_1}{\Rightarrow} e_3 \overset{s_2}{\Rightarrow}$ would correspond to $e_1e_2s_1s_2^+$. From the result in [ASY01], which states that only a finite number of abstract signatures (of finite length) suffices to describe the set of all signatures through the graph, it immediately follows that for any SPDI, it suffices to explore the meta-graph to a finite depth to deduce the reachable set.

**Proposition 1.** Given an SPDI $S$, reachability in $S$ is equivalent to reachability in the meta-graph of $S$. \(\square\)

To implement the meta-graph traversal, we will define the functions corresponding to the different transitions which, given a set of edge-intervals already visited, return a new set of edge-intervals which will be visited along that transition:

$$
\rightarrow (E) \overset{df}{=} \{ \text{Succ}_{ee'}(i) \mid i \in E, i \subseteq e, e \to e' \} \\
\leftarrow (E) \overset{df}{=} \{ \text{Succ}_p(i) \mid i \in E, i \subseteq e, e \overset{\sigma}{\Rightarrow} e', p \text{ prefix } e\sigma^+e' \} \\
\leftarrow (E) \overset{df}{=} \{ \text{Succ}_p(i) \cap \text{Inv}(K_\sigma) \mid i \in E, i \subseteq e, e \overset{\sigma}{\Rightarrow}, p \text{ prefix } e\sigma^* \}.
$$

Note that, using the techniques developed in [ASY01], we can always calculate the first two of the above. Furthermore, we are guaranteed that if $E$ consists of a finite number of edge-intervals, so will $\rightarrow (E)$ and $\leftarrow (E)$. Unfortunately, this is not the case with $\leftarrow (E)$. However, it is possible to compute whether a given set of edge-intervals and $\leftarrow (E)$ ($E$ being a finite set of edge-intervals) overlap.

If we consider the standard model checking approach, we can use a given SPDI with transitions $\rightarrow$, meta-transitions $\leftarrow$, sink-transitions $\leftarrow$ and initial set $I$:

$$R_0 \overset{df}{=} I \quad R_{n+1} \overset{df}{=} R_n \cup \rightarrow (R_n) \cup \leftarrow (R_n) \cup \leftarrow (R_n)$$

We can terminate once nothing else is added: $R_{N+1} = R_N$. Edge-interval sets $R_n$ can be represented enumeratively. However, as already noted, STAY loops represented by sinks may induce an infinite number of disjoint intervals. However, since sinks are dead end transitions, we can simplify the reachability analysis by performing the sinks only at the end:

$$R_{n+1} \overset{df}{=} R_n \cup \rightarrow (R_n) \cup \leftarrow (R_n)$$

Since the termination condition depended on the fact that we were also applying the sink transitions $\leftarrow$, we add this when we check the termination condition: $R_N \cup \leftarrow (R_N) = R_{N+1} \cup \leftarrow (R_{N+1})$. Although the problem has been simply moved to the termination test, we show that this condition can be reduced to the simpler, and testable: $R_{N+1} \setminus R_N \subseteq \text{Inv}$, where $\text{Inv}$ is the set of all invariance kernels $\bigcup_{\sigma \in \text{STAY}} \text{Inv}(K_\sigma)$. The proof of correctness of the algorithm can be found in [Pac03].

We can now implement the algorithm in a similar manner as standard forward model checking:

```plaintext
preR := {}; R := Src;
while (R \ preR \subseteq \text{Inv})
    preR := R; R := R \cup \rightarrow (R) \cup \leftarrow (R);
    if (Dst overlaps R) then return REACHABLE;
    if (Dst overlaps (R \cup \leftarrow (R)))
        then return REACHABLE else return UNREACHABLE;
```
5 Conclusion

One of the contributions of this paper is an automatic procedure to obtain an important object of the phase portrait of simple planar differential inclusions (SPDIs [Sch02]), namely invariance kernels. We have also presented a breadth-first search algorithm for solving the reachability problem for SPDIs. The advantage of such an algorithm is that it is much simpler than the one presented in [ASY01] and it reminds the classical model checking algorithm for computing reachability. Invariance kernels play a crucial role to prove termination of the BFS reachability algorithm. We intend to implement the algorithm in order to empirically compare it with the previous algorithm for SPDIs [APSY02].
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1 Introduction

A reactive system does not terminate and its semantics is typically defined as the set of infinite sequences of states generated by the execution of the system. In formal verification, a requirement is usually expressed in a logic. A popular specification logic for reactive systems is LTL, and it is not by chance that a model of an LTL formula is also an infinite sequence of states. In this setting, the satisfaction relation is simply the containment between the set of system behaviors and that of logic models.
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Another class of temporal logic is interval based. Although interval logics are less widely used compared to LTL, there are properties that are easier to express in such logics [14]. In almost all the interval based logics, intervals are finite ones, corresponding to finite sequences of states, which makes set containment no longer an appropriate satisfaction relation when these logics are used as the specification logic. One possible definition for this satisfaction relation is that a reactive system satisfies such a property iff all the finite prefixes of all the infinite behaviors satisfy the property, i.e. all the prefixes must be models of the requirement formula. However, while this definition makes sense in some cases, it does not in some other cases. This depends on the kind of properties. Take a mutual exclusion algorithm as an example, there are two well-known desirable properties: no two processes can be in critical sections at the same time, and a process should be allowed to enter the critical section eventually. An attempt to express these two properties in the Interval Temporal Logic (ITL) [10] or one of its variants may result in the following two formulas:

- $\square \neg (ain \land bin)$: a model of it is a finite interval such that $ain$ and $bin$ are never true together in any of the sub-interval;
- $\Diamond ain$: a model of it is a finite interval such that $ain$ is true in one state.

For $\square \neg (ain \land bin)$, all the execution prefixes of a mutual exclusion algorithm should be its models, and if all the execution prefixes are models of the formula, intuitively the first requirement is satisfied. This is due to the fact that the property is a safety property [9], for which the above mentioned satisfaction relation is appropriate. On the other hand, for $\Diamond ain$, this satisfaction relation is obviously not appropriate - clearly we cannot expect for all the execution prefixes of a mutual exclusion algorithm, a particular process is in critical section. The second property is a liveness property [9].

There are some efforts to develop logics over infinite intervals [11,16,19]. With such logics, it is possible to use set containment as the satisfaction relation. However, logics over infinite intervals have not been widely accepted due to several reasons. Firstly, length of interval is an important concept in ITL, but for an infinite interval, this leads to an infinite number, which many people do not feel comfortable to deal with. Secondly, ITL can be decided by using finite automata when it is over finite intervals [5,12], but obviously needs automata over infinite words when the logic is defined over infinite intervals. Even worse, effective automaton constructing techniques for LTL do not seem to apply to interval logics as observed by Wolper [17].

In this paper, we propose to use the usual interval logic over finite intervals as the specification logic, and redefine the satisfaction relation. We identify two classes of properties, and accordingly define two satisfaction relations. The two relations are unified by a more general definition, and a method to automatically check whether a reactive system satisfies properties in interval logics according to this new definition is investigated. This turns out to be checking containment between the set of (infinite) behaviors of the reactive system and the language of a Büchi automaton which is the same as the finite automaton for the interval
logic formula except the final states of the finite automaton are now the accepting states of the Büchi automaton.

As a particular application of our method, we have chosen a decidable subset of Discrete Time Duration Calculus [5] as the specification logic and developed a model checking tool, integrated with the Spin model checking system, to verify the proposed general satisfaction relation.

The rest of the paper is organized as follows. In the next section, we give the syntax and the semantics of the logic, and the construction that converts a formula to a regular language representing the models of the formula. In Section 3, two kinds of properties, finitary safety property and eventual persistence property, are defined, followed by methods to recognize them. Satisfaction relations for finitary safety property and eventual persistence property are first studied separately and then unified in Section 4. A method to model check a reactive system with the proposed satisfaction relation is shown in Section 5. In Section 6, as a case study, Peterson’s mutual exclusion algorithm is model checked. The paper ends with a discussion.

2 Quantified RDC

Quantified RDC (QRDC) is an extension of the decidable subset of Duration Calculus by introducing quantifiers on state variables.

We use the following notations throughout the paper. For a finite set $\Sigma$, $\Sigma^+$ denotes the set of all non-empty finite sequences over $\Sigma$ and $\Sigma^* = \Sigma^+ \cup \{\varepsilon\}$, where $\varepsilon$ is the unique empty sequence. We use $\Sigma^\omega$ to denote the set of infinite sequences, i.e. $\omega$-sequences, over $\Sigma$. $\Sigma^\infty = \Sigma^* \cup \Sigma^\omega$. For a sequence $\alpha$ over $\Sigma$, $|\alpha|$ denotes the length of $\alpha$. Specially, $|\alpha| = \infty$ for $\alpha \in \Sigma^\omega$ and $|\varepsilon| = 0$. For two sequences $\alpha_1 \in \Sigma^*$ and $\alpha_2 \in \Sigma^\infty$, $\alpha_1 \cdot \alpha_2$ denotes the sequence obtained by concatenating $\alpha_2$ to the end of $\alpha_1$; $\alpha_1$ is called a prefix of $\alpha_2$, denoted as $\alpha_1 \preceq \alpha_2$, iff $\exists \alpha_3 \in \Sigma^\infty : \alpha_1 \cdot \alpha_3 = \alpha_2$. For two sets of finite sequences $P_1$ and $P_2$, $P_1 \cdot P_2 = \{\alpha_1 \cdot \alpha_2 | \alpha_1 \in P_1 \wedge \alpha_2 \in P_2\}$.

2.1 Syntax

We use $p$, $p_1$, $\cdots$, $p_n$ to denote state variables and $SVar$ the finite set of all the state variables. State expressions and formulas are defined as follows:

$$S ::= 0 | 1 | p | \neg S_1 | S_1 \lor S_2$$

$$\phi ::= [S] | \neg \phi | \phi_1 \lor \phi_2 | \phi_1 ; \phi_2 | \exists p. \phi$$

2.2 Semantics

The interpretation for state variables is given as a function

$$I \in SVar \rightarrow (\mathbb{T}ime \rightarrow \{0, 1\})$$

When we choose $\mathbb{T}ime$ to be $\mathbb{N}$, we obtain QRDC in discrete time (DQRDC). The interpretation function $I$ is extended to state expression $S$ by induction on the structure of $S$:
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1. \( I[0](t) = 0 \)
2. \( I[1](t) = 1 \)
3. \( I[\neg S](t) = I(p)(t) \)
4. \( I[S] = 1 - I[S](t) \)
5. \( I[S_1 \lor S_2](t) = \max(I[S_1](t), I[S_2](t)) \)

Given an interpretation \( I \), the semantics of a QRDC formula \( \phi \) is given by a function

\[
I[\phi] \in \text{Intv} \rightarrow \{tt, ff\},
\]

where the set of time intervals is defined as

\[
\text{Intv} \equiv \{ [b, e] | b, e \in \text{Time} \land b \leq e \}.
\]

The function is defined as follows:

1. \( I[[S]][(b, e)] = tt \) iff \( b < e \) and \( \int_{b}^{e} I[S](t) = e - b \) for dense time or \( b < e \) and \( \Sigma_{t=b}^{e-1} I[S](t) = e - b \) for discrete time
2. \( I[\neg \phi][(b, e)] = tt \) iff \( I[\phi][(b, e)] = ff \)
3. \( I[\phi_1 \lor \phi_2][(b, e)] = tt \) iff \( I[\phi_1][(b, e)] = tt \) or \( I[\phi_2][(b, e)] = tt \)
4. \( I[\phi_1; \phi_2][(b, e)] = tt \) iff \( I[\phi_1][(b, m)] = tt \) and \( I[\phi_2][(m, e)] = tt \), for some \( m \in [b, e] \cap \text{Time} \)
5. \( I[\exists p. \phi][(b, e)] = tt \) iff for some interpretation \( I' \), which is \( p \)-equivalent to \( I \), \( I'[\phi][(b, e)] = tt \)

An interpretation \( I' \) is \( p \)-equivalent to another interpretation \( I \) iff \( I(p_1)(t) = I'(p_1)(t) \) for all \( p_1 \neq p \) and \( t \in \text{Time} \).

Standard abbreviations from predicate logic, e.g. “\( \land \)”, “\( \Rightarrow \)” and “\( \Leftrightarrow \)” are used in this paper. Moreover, the following abbreviations for QRDC formulas are frequently used:

\[
\begin{align*}
\text{false} & \equiv \neg[1] \\
[0] & \equiv true; \phi; true \\
\square \phi & \equiv \neg(\neg \phi; true) \\
\square p & \equiv \neg(\neg p; true) \\ 
\end{align*}
\]

For DQRDC, we also use the following abbreviations (\( k \in \mathbb{N} \)):

\[
\begin{align*}
l = 1 & \equiv [1] \land \neg([1]; [1]) \\
S &= 1 \equiv (\int S = 0); ([S] \land l = 1); (\int S = 0) \\
S &= 0 \equiv \neg([S]; [1]) \lor l = 0 \\
S &= k \equiv (\int S = k); ([S] = k); (\int S = 1) (k \geq 1) \\
S &\geq k \equiv (\int S = k); true \\
S &> k \equiv [S] \geq k + 1 \\
S &\leq k \equiv (\int S > k) \\
S &< k \equiv [S] < k - 1 \\
\end{align*}
\]

where \( \int S \) denotes the accumulated time when \( S \) evaluates to 1. The length \( l \) of current interval can be encoded as \( \int 1 \).

### 2.3 Segments as Models

We call each \( obs \in Obs = 2^{SV} \) an observation. For a state expression \( S \), \( N(S) \subseteq Obs \) denotes the set of observations where \( S \) is evaluated to 1:

\[
N(S) \equiv \{ obs | ( \bigwedge_{p_1 \in obs} p_1 \land \bigwedge_{p_2 \in (SV\setminus obs)} \neg p_2 ) \Rightarrow S \}.
\]
For an interpretation \(I\) and \(t \in \text{Time}\), \(I(t)\) is identified with the following observation

\[
I(t) \doteq \{p|p \in \text{SVar} \land I(p)(t) = 1\}
\]

In DQRDC, given an interpretation \(I\) and an interval \([b, e]\), we use the pair \((I, [b, e])\), called a segment, to denote the finite sequence \(I(b), I(b+1), \ldots, I(e-1)\) of observations. A segment \((I, [b, e])\) satisfies a formula \(\phi\), denoted as \(I, [b, e] \models \phi\), iff \(I[\phi]([b, e]) = tt\). For a formula \(\phi\), we call each segment \((I, [b, e])\) satisfying \(I, [b, e] \models \phi\) a model of \(\phi\). The set of models of \(\phi\), denoted as \(M[\phi]\), can be constructed \([5,12]\) as the following regular language over the alphabet \(\text{Obs}\):

\[
\begin{align*}
M[\emptyset] &\doteq (N(S))^+ \\
M[\phi_1 \lor \phi_2] &\doteq M[\phi_1] \cup M[\phi_2] \\
M[\neg \phi] &\doteq \text{Obs}^* - M[\phi] \\
M[\phi_1; \phi_2] &\doteq M[\phi_1] \cdot M[\phi_2] \\
M[\exists p. \phi] &\doteq \text{Equivalent}_p(M[\phi])
\end{align*}
\]

where \(\text{Equivalent}_p(M[\phi])\) is defined as follows.

**Definition 1.** Given two finite sequences \(\alpha = s_0, s_1, \ldots, s_n\) and \(\alpha' = s'_0, s'_1, \ldots, s'_n\) of observations and a state variable \(p\), \(\alpha\) and \(\alpha'\) are \(p\)-equivalent iff \(s_i \setminus \{p\} = s_i' \setminus \{p\}\) for \(0 \leq i \leq n\).

Given a state variable \(p\), the equivalence closure of a set of observation sequences \(M\), \(\text{Equivalent}_p(M)\) is defined to be the set

\[
\{\alpha | \text{if there exists } \beta \in M, \text{ such that } \alpha \text{ and } \beta \text{ are } p\text{-equivalent}\}
\]

We can easily prove the following lemma by induction on the structure of \(\phi\).

**Lemma 2.** In DQRDC, for a formula \(\phi\) and a segment \((I, [b, e])\), \((I, [b, e]) \in M[\phi]\) iff \(I, [b, e] \models \phi\).

In DQRDC, a formula \(\phi\) is valid iff \(M[\phi] = \text{Obs}^*\), and it is satisfiable iff \(M[\phi] \neq \emptyset\).

### 3 Finitary Safety Property and Eventual Persistence Property

Our work on classification of properties follows that of \([9,3]\). However, in our setting, a property is a set of finite sequences of states, and therefore some modification is necessary. To indicate whether properties are formed by finite or infinite sequences of states, we call them finitary properties or infinitary properties.
3.1 Finitary Safety Property

A safety property stipulates that “something (bad) never happens”. In [3], it is considered that if a “bad” thing happens in an infinite sequence, then it must do so after some finite prefix and must be irremediable. We follow this view, but since our property is over finite sequences, we call our property finitary safety property and it is formally defined as follows:

**Definition 3 (finitary safety property).** For a finite set $\Sigma$ and a property $P \subseteq \Sigma^*$, $P$ is a finitary safety property, or an FS property, iff:

$$\forall \alpha \in \Sigma^*: (\alpha \notin P \iff \exists \beta \in \Sigma^*: (\beta \preceq \alpha \land \forall \gamma \in \Sigma^*: (\beta \preceq \gamma \Rightarrow \gamma \notin P))).$$

By taking negation on both sides, we have

$$\forall \alpha \in \Sigma^*: (\alpha \in P \iff \forall \beta \in \Sigma^*: (\beta \preceq \alpha \Rightarrow \exists \gamma \in \Sigma^*: (\beta \preceq \gamma \land \gamma \in P))).$$

This can be simplified, and we have the following theorem which says that a property is an FS property iff it is prefix-closed.

**Theorem 4.** A non-empty property $P \subseteq \Sigma^*$ is an FS property iff

$$\forall \alpha \in \Sigma^*: (\alpha \in P \iff \forall \beta \in \Sigma^*: (\beta \preceq \alpha \Rightarrow \beta \in P)),$$

i.e. $\text{Pref}(P) = P$, where $\text{Pref}(P) = \{\beta | \beta \in \Sigma^* \land \exists \alpha \in P : \beta \preceq \alpha\}$.

3.2 Eventual Persistence Property

An infinitary property is a liveness property [3] iff all finite executions can be extended to satisfy the property. Intuitively, this is to say a “good” thing always has the chance to take place no matter what has happened. Although in the general case, the “good thing” may take infinite number of actions to ensure, for example, something that happens infinitely often, some “good thing” can and in fact is only meaningful to occur after a finite number of steps. This is often called eventuality. Moreover, we are particularly interested in a class of properties such that if something (“good”) has happened, nothing later can undo it. This is known as persistence. Formally, eventuality and persistence properties are defined as:

**Definition 5 (Eventuality and Persistence).** For a finite set $\Sigma$ and a property $P \subseteq \Sigma^* (P \neq \emptyset)$,

- $P$ is an eventuality property iff $\forall \alpha \in \Sigma^*: \exists \beta \in \Sigma^*: (\alpha \preceq \beta \land \beta \in P)$;
- $P$ is a persistence property iff $\forall \alpha \in P : \forall \beta \in \Sigma^*: (\alpha \preceq \beta \Rightarrow \beta \in P)$.

$P$ is called an eventual persistence property, or an EP property, iff $P$ is both an eventuality property and a persistence property.

The following theorem follows directly from the definition.

**Theorem 6.** A non-empty property $P \subseteq \Sigma^*$ is an EP property iff $\text{Pref}(P) = \Sigma^*$ and $P \cdot \Sigma^* = P$. 
3.3 Recognizing FS and EP Properties

A finitary property can be specified by a finite automaton whose language is the set of the finite sequences satisfying the property. In the following, similar to what has been done in [2] w.r.t. Büchi automata expressing safety properties and liveness properties, we present the rules for recognizing FS and EP properties from automatata theory point of view.

A finite automaton $FA$ is reduced if, for any state $q$, there is a path from an initial state to $q$ and there is a path from $q$ to a final state. From a finite automaton, a reduced $FA$ accepting the same language can always be obtained by deleting those states either not reachable from any initial state or from which no final state can be reached. For a reduced $FA$, we define its closure $cl(FA)$ as the result automaton by setting all of its states as final states. From the construction of $cl(FA)$, we can easily get

**Lemma 7.** For a reduced $FA$, $L(cl(FA)) = Pref(L(FA))$.

We have from Theorem 4 and Lemma 7 the following Theorem for FS properties:

**Theorem 8.** A reduced finite automaton $FA$ specifies an FS property iff $L(FA) = L(cl(FA))$.

For EP properties, we have the following similar theorem, which follows from Theorem 6 and Lemma 7:

**Theorem 9.** A finite automaton $FA$ specifies an EP property iff $L(cl(FA)) = \Sigma^*$ and $L(FA) \cdot \Sigma^* = L(FA)$.

From Theorems 8 and 9, algorithms for recognizing FS and EP properties have been developed [18].

3.4 FS Formulas and EP Formulas in DQRDC

In DQRDC, each formula $\phi$ defines a finitary property $M[\phi]$. $\phi$ is called an FS/EP formula iff $M[\phi]$ is an FS/EP property. For any DQRDC formula, we can always semantically identify whether it is an FS/EP formula or not by examining the automaton accepting $M[\phi]$. The following two theorems provide syntactical conditions which are sufficient (but not necessary) to judge these two kinds of formulas. Due to limitation of space, the detailed proofs are omitted, and can be found in [18].

**Theorem 10 (FS formula).** Every DQRDC formula of the form $\llbracket S \rrbracket^*, S \leq k (k \in \mathbb{N}), \Box_p \phi$ or $\Box \phi$ is an FS formula and if $\phi_1, \phi_2$ are FS formulas, then so are $\phi_1 \land \phi_2, \phi_1 \lor \phi_2, \phi_1; \phi_2$ and $\exists p. \phi_1$.

**Theorem 11 (EP formula).** Every DQRDC formula of the form $\int S \geq k (S \neq 0$ and $k \in \mathbb{N})$ and $\Diamond \phi$ is an EP formula and if $\phi_1, \phi_2$ are EP formulas, then so are $\phi_1 \land \phi_2, \phi_1 \lor \phi_2, \phi_1; \phi_2$ and $\exists p. \phi_1$. 
4 Satisfaction Relations

A finite sequence $\alpha$ satisfies a finitary property $P$, denoted by $\alpha \models P$, iff $\alpha \in P$. For an $\omega$-sequence, we first look at the satisfaction relations for FS and EF properties separately.

For an FS property, an $\omega$-sequence satisfies the property iff all the finite prefixes of the sequence satisfy it.

**Definition 12.** For an $\omega$-sequence $\sigma$ and an FS property $P$ all defined over $\Sigma$, $\sigma$ satisfies $P$, denoted as $\sigma \models_i P$, iff $\forall \alpha \in \Sigma^*: (\alpha \preceq \sigma \Rightarrow \alpha \in P)$.

Intuitively, an $\omega$-sequence satisfies an EP property iff it has a finite prefix where the “good” thing has happened.

**Definition 13.** For an $\omega$-sequence $\sigma$ and an EP property $P$ all defined over $\Sigma$, $\sigma$ satisfies $P$, denoted as $\sigma \models_i P$, iff $\exists \alpha \in \Sigma^*: (\alpha \preceq \sigma \land \alpha \in P)$.

The two satisfaction relations can be unified by a more general one.

**Definition 14 (satisfaction of finitary property).** For an $\omega$-sequence $\sigma$ and a finitary property $P$, both defined over $\Sigma$, $\sigma$ satisfies $P$, denoted as $\sigma \models_i P$, iff $\exists \gamma \in \Sigma^*: (\gamma \leq \sigma \land \forall \alpha \in \Sigma^*: (\gamma \preceq \alpha \leq \sigma \Rightarrow \alpha \models_i P))$.

Intuitively, this says that an $\omega$-sequence satisfies a finitary property if all except a finite number of the finite prefixes satisfy the property.

**Lemma 15.** Definition 14 is equivalent to Definition 12 for FS properties and Definition 13 for EP properties.

**Proof.** For an FS property $P$, Theorem 4 says that $P$ is prefix-closed, and it follows that for any $\omega$-sequence $\sigma$ over $\Sigma$, $\forall \alpha \in \Sigma^*: (\alpha \preceq \sigma \Rightarrow \alpha \in P)$ iff

$$\exists \gamma \in \Sigma^*: (\gamma \leq \sigma \land \forall \alpha \in \Sigma^*: (\gamma \preceq \alpha \leq \sigma \Rightarrow \alpha \in P)).$$

Namely, Definitions 12 and 14 are equivalent for FS properties.

For an EP property $P$, Definition 5 indicates that if a prefix satisfies $P$, then all its extensions satisfy $P$ too. Therefore, for any $\omega$-sequence $\sigma$ over $\Sigma$, $\exists \alpha \in \Sigma^*: (\alpha \leq \sigma \land \alpha \in P)$ iff

$$\exists \gamma \in \Sigma^*: (\gamma \leq \sigma \land \forall \alpha \in \Sigma^*: (\gamma \preceq \alpha \leq \sigma \Rightarrow \alpha \in P)).$$

Subsequently, Definitions 13 and 14 are equivalent for EP properties. $\square$

5 Model Checking

Model checking [4] is a verification technique that involves constructing a model of a system and checking if a desired property holds in that model. In this section, we study model checking finitary properties specified in DQRDC.
For a system $S$, $H[S]$ denotes the set of all behaviors, i.e., $\omega$-sequences of system states, of $S$, and $S$ satisfies a DQRDC formula $\phi$ expressing finitary property iff $\forall \sigma \in H[S] : \sigma \models \phi$, i.e.

$$\forall \sigma \in H[S] : (\exists \gamma \in \text{Obs}^* : (\gamma \preceq \sigma \land \forall \alpha \in \text{Obs}^* : (\gamma \preceq \alpha \preceq \sigma \Rightarrow \alpha \models \phi))).$$

Subsequently, $S$ does not satisfy $\phi$ iff

$$\exists \sigma \in H[S] : (\forall \gamma \in \text{Obs}^* : (\gamma \preceq \sigma \Rightarrow \exists \alpha \in \text{Obs}^* : (\gamma \preceq \alpha \preceq \sigma \land \alpha \not\models \phi))).$$

We can construct a finite automaton $FA(\neg\phi)$, which accepts precisely all the finite sequences not satisfying $\phi$, thus the above condition can be rewritten as

$$\exists \sigma \in H[S] : (\forall \gamma \in \text{Obs}^* : (\gamma \preceq \sigma \Rightarrow \exists \alpha \in \text{Obs}^* : (\gamma \preceq \alpha \preceq \sigma \land \alpha \in L(FA(\neg\phi)))).$$

When $FA(\neg\phi)$ is deterministic, referred to as $DFA(\neg\phi)$, we shall prove this condition is equivalent to

$$\exists \sigma \in H[S] : \sigma \in L(DBA(\neg\phi)),$$

where $DBA(\neg\phi)$ is the deterministic Büchi automaton [1] obtained by taking final states of $DFA(\neg\phi)$ as accepting states.

Therefore, to determine whether $S$ satisfies $\phi$, it suffices to check whether $H[S] \cap L(DBA(\neg\phi)) = \emptyset$. If the intersection is empty, $S$ satisfies $\phi$, and if not, $S$ does not satisfy $\phi$.

**Lemma 16.** For an $\omega$-sequence $\sigma$ and a deterministic finite automaton DFA, let DBA be the deterministic Büchi automaton obtained by taking all the final states of DFA as accepting states, then

$$\forall \alpha \in \text{Obs}^* : \alpha \preceq \sigma : (\exists \gamma \in \text{Obs}^* : \alpha \preceq \gamma \preceq \sigma : \alpha \in L(DFA)) \iff \sigma \in L(DBA).$$

**Proof.** The if case is obvious and we only prove the only if case. From the assumption, there exists an infinite series of finite sequences $\alpha_1, \alpha_2, \cdots$, with $\alpha_1 \preceq \alpha_2 \preceq \cdots \preceq \sigma$, $\alpha_i \not\models \alpha_{i+1}$ and $\alpha_i \in L(DFA)$ for all $i \geq 1$. Obviously, $\alpha_1$ ends in a final state. Because the automaton is deterministic, $\alpha_2$ will first go through the same states as $\alpha_1$, in particular, the first final state, and then ends in a (possibly different) final state. Therefore, $\alpha_2$ goes through the final states which are the accepting states of the Büchi automaton at least twice. By induction, we know that $\alpha_i$ goes through the accepting states of the Büchi automaton at least $i$ times. Since there are infinite many such $\alpha_i$’s, some accepting states are gone through infinite number of times by $\sigma$, and therefore $\sigma \in L(DBA)$.

Note in the above proof, the assumption that the automaton is deterministic is important. However, this is not necessary for checking FS properties. If $\phi$ is an FS property, in $FA(\neg\phi)$, any input symbol will lead a final state to (another) final state. Informally this is because for an FS property, if something “bad” has happened in a behavior, any extension of it is still a bad behavior. Therefore, if a prefix of $\sigma$ has reached a final state, any further input will lead to a final
state, and subsequently $\sigma$ is accepted by the corresponding Büchi automaton. Since determinization can be expensive, it is in general more efficient to use non-deterministic automata for model checking FS properties.

Spin [7] is a widely distributed software system for on-the-fly model checking. In Spin, the system is modelled using Promela, its input language, as a set of interacting processes. The negation of the desired property is encoded in a temporal claim, which also takes the form of a Promela program. Each process is translated into an automaton, and the global behavior of the system is obtained by computing the asynchronous product of these automata. The temporal claim is translated to a Büchi automaton. The synchronous product of this automaton and the automaton representing the global behavior of the system is computed. If the language accepted by the resulting Büchi automaton is empty, no behavior of the system satisfies the negation of the desired property, i.e. the system satisfies the property. Otherwise, the language contains some system behaviors violating the desired property.

We have implemented the algorithm which takes a DQRDC formula as input and generates the temporal claim in Promela. This allows us to model check properties studied in this paper when they are expressed as DQRDC formulas using Spin. Our implementation makes use of the C++ package for finite state machine, Grail+ [8]. The compiler construction program Parser Generator from Bumble-Bee Software Ltd. is also used.

6 Case Study

In this section, we study model checking of the well-known Peterson’s mutual exclusion algorithm. In Fig. 1, the algorithm for the case of two processes is modelled in Promela.

```
1 #define true 1
2 #define false 0
3 #define aturn 1
4 #define btur 0
5 proctype b()
6 bool areq, breq, turn;
7 bool ain;
8 bool bin;
9 proctype a()
10 {
11    :: atomic{ areq=true;
12        turn=btur; }
13    :: atomic{ breq=true;
14        (breq=false || turn=aturn); }
15    breq=false;
16    ain=true;
17    /* critical section cs */
18    /* assert(bin==false); */
19    ain=false;
20    areq=false;
21 od
22 }
23 proctype b()
24 {
25    do
26        :: atomic{ breq=true;
27            turn=aturn; }
28        (areq=false || turn=btur);
29        bin=true;
30        /* critical section */
31        /* assert(ain==false); */
32        /* assert(bin==false); */
33        bin=false;
34        breq=false;
35    od
36 }
37 proctype a()
38 {
39    run a(); run b();
40 }
41
Fig. 1. Peterson’s mutual exclusion algorithm
```
The algorithm uses three global variables `turn`, `areq` and `breq`. The statements on lines 14 and 26, which can only be executed if the boolean equations in them evaluate to true, synchronize the processes. If there is only one process that applies to enter the the critical section, the entry is immediate. Variable `turn` is used to decide which process to enter the critical section when both processes have requested. Variable `ain(bin)` is used here to facilitate property specification and it is set `true` iff process `a(b)` is in the critical section.

The essential property of a mutual exclusion algorithm is naturally mutual exclusion, which can be easily specified in DQRDC as

\[
Req_1 \triangleq \square (l > 1 \Rightarrow \neg (ain \land bin))
\]

The generated corresponding Büchi automaton in Promela is as shown in Fig. 2.

```promela
never {
  T0_init:
  if :: ((true))->goto T2
  :: goto T1
  fi;
  T1:
  if :: ((true))->goto accept_5
  :: ((true))->goto accept_5
  :: ((true))->goto accept_5
  fi;
}
```

**Fig. 2.** Temporal claim for `Req_1`.

The mutual exclusion property is simple and can be expressed using assertions (as shown on lines 17 and 29) or a simple monitor process. Next we consider a more involved property,

*If one process has requested to enter its critical section when the other process is in the critical section, then the first process must have entered the critical section before the second one enters the critical section for another time.*

This property can be expressed as follows w.l.o.g.:

\[
Req_2 \triangleq \square ([areq \land bin]; \neg bin; bin \Rightarrow \Diamond \neg ain)
\]

The generated Büchi automaton in Promela is shown in Fig. 3.

Taking the temporal claim and the system model as input, the Spin model checker shows that the properties are satisfied.

## 7 Discussion

In this paper, we have studied the automatic verification of reactive systems against interval logic specifications. Although various interval logics have been
developed for some time, there is little work with similar goal, which is somewhat unusual in view of extensive research regarding LTL. In fact, there have been no clear definitions about what it means for a reactive system to satisfy properties in interval logics. We have considered two classes of common properties and for them defined satisfaction relations that have natural meanings. The two satisfaction relations are unified by a more general one for which model checking support has been provided. We are not clear if the general relation is meaningful for properties outside the two classes and their simple combinations.

Our work is useful to people who prefer to use interval logics. In fact, both LTL and interval logics can be used together in specifying properties of a system. For example, in Peterson’s mutual exclusion algorithm case study, one can use the interval logic to specify Req2 as we have done, since this property may not be easy to express in LTL, but use LTL to specify other properties for which LTL is better or just as good.

Although the algorithm converting the interval logic formulas to finite automata is simple and well-known, there have been few implementations. The early BDD-based implementation by Skakkebæk and Sestoft is integrated into a proof assistant [15] developed on an old version of PVS which has not been supported for years. The more recent implementation by Pandya [12] uses the Mona [6] system by mapping the interval logic to the language of Mona, a monadic second-order logic. Although the implementation of Mona is highly efficient, its sophistication also makes it difficult to handle. What we really need is a package on finite automata, and with Grail+, we have a better control of the implementation. For example, we can control whether to determinize the automaton, which is an expensive operation.

Pandya has also studied model checking reactive systems with interval logics. In his approach, the interval logic does not stand alone and is combined into other logics, for example, into CTL [13]. Pandya has apparently considered combining the interval logic with LTL, and using Spin to check properties expressed in the new logic. The resulting logics are substantially different from existing ones and considerable work may be needed before they are accepted.

```plaintext
1 never {
2 T0_init:
3 if  
4 :: goto T0
5 fi;
6 T0:
7 if
8 :: (true) -> goto T0
9 :: (areq && bin && !ain) -> goto T2
10 fi;
11 T2:
12 if
13 :: (!bin && !ain) -> goto T6
14 :: (areq && bin && !ain) -> goto T2
15 fi;
16 T6:
17 if
18 :: (!bin && !ain) -> goto T6
19 :: (bin && !ain) -> goto accept_14
20 fi;
21 accept_14:
22 if
23 :: (true) -> goto accept_19
24 :: (bin && !ain) -> goto accept_14
25 fi;
26 accept_19:
27 if
28 :: (true) -> goto accept_19
29 fi;
30 }

Fig. 3. Temporal claim for Req2.
```
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Abstract. The finite powerset construction upgrades an abstract domain by allowing for the representation of finite disjunctions of its elements. In this paper we define two generic widening operators for the finite powerset abstract domain. Both widenings are obtained by lifting any widening operator defined on the base-level abstract domain and are parametric with respect to the specification of a few additional operators. We illustrate the proposed techniques by instantiating our widenings on powersets of convex polyhedra, a domain for which no non-trivial widening operator was previously known.

1 Introduction

The design and implementation of effective, expressive and efficient abstract domains for data-flow analysis and model-checking is a very difficult task. For this reason, starting with [11], there continues to be strong interest in techniques that derive enhanced abstract domains by applying systematic constructions on simpler, existing domains. Disjunctive completion, direct product, reduced product and reduced power are the first and most famous constructions of this kind [11]; several variations of them as well as others constructions have been proposed in the literature.

Once the carrier of the enhanced abstract domain has been obtained by one of these systematic constructions, the abstract operations can be defined, as usual, as the optimal approximations of the concrete ones. While this completely solves the specification problem, it usually leaves the implementation problem with the designer and gives no guarantees about the efficiency (or even the computability) of the resulting operations. This motivates the importance of generic techniques whereby correct, even though not necessarily optimal, domain operations are derived automatically or semi-automatically from those of the domains the construction operates upon [8,11,18].

This paper focuses on the derivation of widening operators for a kind of disjunctive refinement we call finite powerset construction. As far as we know, this

* This work has been partly supported by MURST projects “Aggregate- and Number-Reasoning for Computing: from Decision Algorithms to Constraint Programming with Multisets, Sets, and Maps” and “Constraint Based Verification of Reactive Systems.”

is the first time that the problem of deriving non-trivial, provably correct widening operators in a domain refinement is tackled successfully. We also present its specialization to finite powersets of convex polyhedra. Not only is this included to help the reader gain a better intuition regarding the underlying approach but also to provide a definitely non-toy instance that is practically useful for applications such as data-flow analysis and model checking. Sets of polyhedra are implemented in Polylib [24,28] and its successor PolyLib [25], even though no widenings are provided. Sets of polyhedra, represented with Presburger formulas made available by the Omega library [23,26], are used in the verifier described in [7]; there, an extrapolation operator (i.e., a widening without convergence guarantee) on sets of polyhedra is described. Another extrapolation operator is implemented in the automated verification tool described in [16], where sets of polyhedra are represented using the clp(q, r) constraint library [22].

The rest of the paper is structured as follows: Section 2 recalls the basic concepts and notations; Section 3 defines the finite powerset construction as a disjunctive refinement for any abstract domain that is a join-semilattice; Section 4 presents two distinct strategies for upgrading any widening for the base-level domain into a widening for the finite powerset domain; Section 5 provides a technique for controlling the precision/efficiency trade-off of these widenings; Section 6 concludes. The proofs of all the stated results can be found in [5].

2 Preliminaries

For a set $S$, $\wp(S)$ is the powerset of $S$, whereas $\wp_f(S)$ is the set of all the finite subsets of $S$; the cardinality of $S$ is denoted by $\# S$. The first limit ordinal is denoted by $\omega$. Let $\mathcal{O}$ be a set equipped with a well-founded ordering ‘$\succ$’. If $M$ and $N$ are finite multisets over $\mathcal{O}$, $\#(n, M)$ denotes the number of occurrences of $n \in \mathcal{O}$ in $M$ and $M \succ N$ means that there exists $j \in \mathcal{O}$ such that $\#(j, M) > \#(j, N)$ and, for each $k \in \mathcal{O}$ with $k \succ j$, we have $\#(k, M) = \#(k, N)$. The relation ‘$\succ$’ is well-founded [17].

In this paper we will adopt the abstract interpretation framework proposed in [13, Section 7], where the correspondence between the concrete and the abstract domains is induced from a concrete approximation relation and a concretization function. Since we are not aiming at maximum generality, for the sole purpose of simplifying the presentation, we will consider a particular instance of the framework by assuming a few additional but non-essential domain properties.

The concrete domain is modeled as a complete lattice of semantic properties $\langle C, \sqsubseteq, \perp, \top, \sqcup, \sqcap \rangle$; as usual, the concrete approximation relation $c_1 \sqsubseteq c_2$ holds if $c_1$ is a stronger property than $c_2$ (i.e., $c_2$ approximates $c_1$). The concrete semantics $c \in C$ of a program is formalized as the least fixpoint of a continuous (concrete) semantic function $F : C \to C$, which is iteratively computed starting from the bottom element, so that $c = F^\omega(\perp)$.

The abstract domain $\bar{D} = \langle D, \vdash, 0, \oplus \rangle$ is modeled as a join-semilattice (i.e., the least upper bound $d_1 \oplus d_2$ exists for all $d_1, d_2 \in D$). We will overload ‘$\oplus$’
so that, for each $S \in \wp_f(D)$, $\bigoplus S$ denotes the least upper bound of $S$. The abstract domain $\hat{D}$ is related to the concrete domain by a monotonic and injective concretization function $\gamma: D \to C$. Monotonicity and injectivity mean that the abstract partial order `$\triangleleft$' is indeed the approximation relation induced on $D$ by the concretization function $\gamma$. For all $d_1, d_2 \in D$, we will use the notation $d_1 \triangleleft d_2$ to mean that $d_1 \triangleleft d_2$ and $d_1 \neq d_2$. We assume the existence of a monotonic abstract semantic function $\mathcal{F}^\sharp: D \to D$ that is sound with respect to $\mathcal{F}: C \to C$:

$$\forall c \in C : \forall d \in D : c \subseteq \gamma(d) \implies \mathcal{F}(c) \subseteq \gamma(\mathcal{F}^\sharp(d)).$$

(1)

This local correctness condition ensures that each concrete iterate can be safely approximated by computing the corresponding abstract iterate (starting from the bottom element $0 \in D$). However, due to the weaker algebraic properties satisfied by the abstract domain, the abstract upward iteration sequence may not converge. Even when it converges, it may fail to do so in a finite number of steps, therefore being useless for the purposes of static analysis.

*Widening operators* [9,10,13,14] provide a simple and general characterization for enforcing and accelerating convergence. We will adopt a minor variation of the classical definition of widening operator (see footnote 6 in [14, p. 275]).

**Definition 1. (Widening.)** Let $\langle D, \triangleleft, 0, \oplus \rangle$ be a join-semilattice. The partial operator $\triangledown: D \times D \to D$ is a widening if

1. $d_1 \triangleleft d_2$ implies $d_2 \triangleleft d_1 \triangledown d_2$ for each $d_1, d_2 \in D$;
2. for each increasing chain $d_0 \triangledown d_1 \triangledown \cdots$, the increasing chain defined by $d_{i+1} := d_0$ and $d_{i+1} := d_{i} \triangledown (d_i \oplus d_{i+1})$, for $i \in \mathbb{N}$, is not strictly increasing.

Any widening operator `$\triangledown$' induces a corresponding partial ordering `$\triangledown$' on the domain $D$; this is defined as the reflexive and transitive closure of the relation

\{ $(d_1, d) \in D \times D \mid \exists d_2 \in D . d_1 \triangledown d_2 \land d = d_1 \triangledown d_2$ \}. The relation `$\triangledown$' satisfies the ascending chain condition. We write $d_1 \triangledown d_2$ to denote $d_1 \triangledown d_2 \land d_1 \neq d_2$.

It can be proved that the upward iteration sequence with widenings starting at the bottom element $d_0 := 0$ and defined by

$$d_{i+1} := \begin{cases} 
    d_i, & \text{if } \mathcal{F}^\sharp(d_i) \triangledown d_i, \\
    d_i \triangledown (d_i \oplus \mathcal{F}^\sharp(d_i)), & \text{otherwise},
\end{cases}$$

converges after a finite number $j \in \mathbb{N}$ of iterations [14]. Note that the widening is always applied to arguments $d = d_i$ and $d' = d_i \oplus \mathcal{F}^\sharp(d_i)$ satisfying $d \triangledown d'$. Also, when condition (1) holds, the post-fixpoint $d_j \in D$ of $\mathcal{F}^\sharp$ is a correct approximation of the concrete semantics, i.e., $\mathcal{F}^\omega(\perp) \subseteq \gamma(d_j)$.

### 2.1 The Abstract Domain of Polyhedra

We now instantiate the abstract interpretation framework sketched above by presenting the well-known abstract domain of closed convex polyhedra. This
domain will be used throughout the paper to illustrate the generic widening
techniques that will be defined.

Let $\mathbb{R}^n$, where $n > 0$, be the $n$-dimensional real vector space. The set $\mathcal{P} \subseteq \mathbb{R}^n$
is a closed and convex polyhedron (polyhedron, for short) if and only if $\mathcal{P}$
can be expressed as the intersection of a finite number of closed affine half-spaces of
$\mathbb{R}^n$. The set $\mathcal{C}_n$ of closed convex polyhedra on $\mathbb{R}^n$, when partially ordered by
subset inclusion, is a lattice having the empty set and $\mathbb{R}^n$ as the bottom and top
elements, respectively; the binary meet operation is set-intersection, whereas the
binary join operation, denoted by \( \cup \), is called convex polyhedral hull (poly-hull,
for short). Therefore, we have the abstract domain

$$
\widehat{\mathcal{C}}_n := (\mathcal{C}_n, \subseteq, \emptyset, \mathbb{R}^n, \cup, \cap).
$$

This domain can be related to several concrete domains, depending on the inten-
tended application. One example of a concrete domain is the complete lattice

$$
\hat{\mathcal{A}}_n := (\wp(\mathbb{R}^n), \subseteq, \emptyset, \mathbb{R}^n, \cup, \cap).
$$

Note that $\widehat{\mathcal{C}}_n$ is a meet-sublattice of $\hat{\mathcal{A}}_n$, sharing the same bottom and top
elements. Another example is the complete lattice $\hat{\mathcal{B}}_n := (\wp_c(\mathbb{R}^n), \subseteq, \emptyset, \mathbb{R}^n, \cup_c, \cap)$,
where $\wp_c(\mathbb{R}^n)$ is the set of all topologically closed and convex subsets of $\mathbb{R}^n$
and the join operation $\cup_c$ returns the smallest topologically closed and convex
set containing its arguments. As a final example of concrete domain for some
analysis, consider the complete lattice $\hat{\mathcal{C}}_n := (\wp(\mathcal{C}_n), \subseteq, \emptyset, \mathcal{C}_n, \cup, \cap)$.

The abstract domain $\widehat{\mathcal{C}}_n$, which is a join-semilattice, is related to the con-
crete domains shown above by the concretization functions $\gamma^A: \mathcal{C}_n \to \wp(\mathbb{R}^n)$,
$\gamma^B : \mathcal{C}_n \to \wp_c(\mathbb{R}^n)$ and $\gamma^C : \mathcal{C}_n \to \wp(\mathcal{C}_n)$: for each $\mathcal{P} \in \mathcal{C}_n$, we have both
$\gamma^A(\mathcal{P}) := \mathcal{P}$ and $\gamma^B(\mathcal{P}) := \mathcal{P}$, and $\gamma^C(\mathcal{P}) := \downarrow \mathcal{P} := \{ Q \in \mathcal{C}_n \mid Q \subseteq \mathcal{P} \}$. All
these concretization functions are trivially monotonic and injective.

For each choice of the concrete domain $\mathcal{C} \in \{ \wp(\mathbb{R}^n), \wp_c(\mathbb{R}^n), \wp(\mathcal{C}_n) \}$, the
continuous semantic function $\mathcal{F}: \mathcal{C} \to \mathcal{C}$ and the corresponding monotonic ab-
stract semantic function $\mathcal{F}^\sharp: \mathcal{C}_n \to \mathcal{C}_n$, which is assumed to be correct, are
deliberately left unspecified. The domain $\widehat{\mathcal{C}}_n$ contains infinite ascending chains
having no least upper bound in $\mathcal{C}_n$. Thus, the convergence of the abstract
iteration sequence has to be guaranteed by the adoption of widening operators.

The first widening on polyhedra was introduced in [15] and refined in [19].
This operator, denoted by \( \nabla_s \), has been termed standard widening and used
almost universally. In [4], we presented a framework designed so that all its
instances are widening operators on $\mathcal{C}_n$. The standard widening \( \nabla_s \) is an
instance of the framework and all the other instances, including the specific
widening \( \hat{\nabla} \) defined and experimentally evaluated in [4], are at least as precise
as \( \nabla_s \). For a formal definition of both \( \nabla_s \) and \( \hat{\nabla} \), we refer the reader to [4].

### 3 A Disjunctive Refinement

In this section, we present the finite powerset operator, which is a domain re-
finement similar to disjunctive completion [11] and is obtained by a variant of
the down-set completion construction presented in [12]. The following notation and definitions are mainly borrowed from [2, Section 6].

**Definition 2. (Non-redundancy.)** Let $\hat{D} = \langle D, \vdash, 0, \oplus \rangle$ be a join-semilattice. The set $S \in \wp(D)$ is called non-redundant with respect to `$\vdash$' if and only if $0 \not\in S$ and $\forall d_1, d_2 \in S : d_1 \vdash d_2 \implies d_1 = d_2$. The set of finite non-redundant subsets of $D$ (with respect to `$\vdash$') is denoted by $\wp_{\text{fn}}(D, \vdash)$. The reduction function $\Omega^*_{D} : \wp_{\text{fn}}(D) \rightarrow \wp_{\text{fn}}(D, \vdash)$ mapping each finite set into its non-redundant counterpart is defined, for each $S \in \wp(D)$, by

$$\Omega^*_{D}(S) := S \setminus \{ d \in S \mid d = 0 \lor \exists d' \in S . d \vdash d' \}.$$  

The restriction to the finite subsets reflects the fact that here we are mainly interested in an abstract domain where disjunctions are implemented by explicit collections of elements of the base-level abstract domain.

**Definition 3. (Finite powerset domain.)** Let $\hat{D} := \langle D, \vdash, 0, \oplus \rangle$ be a join-semilattice. The finite powerset domain over $\hat{D}$ is the join-semilattice

$$\hat{D}_p := \langle \wp_{\text{fn}}(D, \vdash), \vdash_p, 0_p, \oplus_p \rangle,$$

where $0_p := \emptyset$ and, for all $S_1, S_2 \in \wp_{\text{fn}}(D, \vdash)$, $S_1 \oplus_p S_2 := \Omega^*_{D}(S_1 \cup S_2)$.

The approximation ordering `$\vdash_p$' induced by `$\oplus_p$' is the Hoare powerdomain partial order [1], so that $S_1 \vdash_p S_2$ if and only if $\forall d_1 \in S_1 : \exists d_2 \in S_2 . d_1 \vdash d_2$. A sort of Egli-Milner partial order relation [1] will also be useful: $S_1 \vdash_{\text{EM}} S_2$ holds if and only if either $S_1 = 0_p$ or $S_1 \vdash_p S_2$ and $\forall d_2 \in S_2 : \exists d_1 \in S_1 . d_1 \vdash d_2$. An (Egli-Milner) connector for $\hat{D}_p$, denoted by `$\boxplus_{\text{EM}}$' is any upper bound operator for the Egli-Milner ordering on $\wp_{\text{fn}}(D, \vdash)$. Note that although a least upper bound for `$\vdash_{\text{EM}}$' may not exist, a connector can always be defined; for instance, we can let $S_1 \boxplus_{\text{EM}} S_2 := \{ \bigoplus (S_1 \cup S_2) \}$.

Besides the requirement on finiteness, another difference with respect to the down-set completion of [12] is that we are dropping the assumption about the complete distributivity of the concrete domain. This is possible because our semantic domains are not necessarily related by Galois connections, so that this property does not have to be preserved.

The finite powerset domain is related to the concrete domain by means of the concretization function $\gamma_p : \wp_{\text{fn}}(D, \vdash) \rightarrow C$ defined by

$$\gamma_p(S) := \bigsqcup \{ \gamma(d) \mid d \in S \}.$$  

Note that $\gamma_p$ is monotonic but not necessarily injective. For $S_1, S_2 \in \wp_{\text{fn}}(D, \vdash)$, we write $S_1 \equiv_{\gamma_p} S_2$ to denote that the two abstract elements actually denote the same concrete element, i.e., when $\gamma_p(S_1) = \gamma_p(S_2)$. It is easy to see that `$\equiv_{\gamma_p}$' is a congruence relation on $\hat{D}_p$. As noted in [12], non-redundancy only provides a partial, syntactic form of reduction. On the other hand, requiring the full, semantic form of reduction for a finite powerset domain can be computationally very expensive.
A correct abstract semantic function $\mathcal{F}_p^\sharp : \wp_{\text{fn}}(D, \vdash) \to \wp_{\text{fn}}(D, \vdash)$ on the finite powerset domain may be provided by an ad-hoc definition. More often, if the concrete semantic function $\mathcal{F} : C \to C$ satisfies suitable hypotheses, $\mathcal{F}_p^\sharp$ can be safely induced from the abstract semantic function $\mathcal{F}^\sharp : D \to D$. For instance, if $\mathcal{F}$ is additive, we can define $\mathcal{F}_p^\sharp$ as follows [11,18]:

$$\mathcal{F}_p^\sharp(S) := \Omega_D\left(\big\{ \mathcal{F}^\sharp(d) \mid d \in S \big\}\right).$$

### 3.1 The Finite Powerset Domain of Polyhedra

The polyhedral domain $(\widehat{\mathbb{C}\mathbb{P}}_n)_p$, having carrier $\wp_{\text{fn}}(\mathbb{C}\mathbb{P}_n, \subseteq)$, is the finite powerset domain over $\widehat{\mathbb{C}\mathbb{P}}_n$. The approximation ordering is ‘$\subseteq_p$’ where, for each $S_1, S_2 \in \wp_{\text{fn}}(\mathbb{C}\mathbb{P}_n, \subseteq)$,

$$S_1 \subseteq_p S_2 \iff \forall P_1 \in S_1 : \exists P_2 \in S_2 . P_1 \subseteq P_2.$$

Let $\gamma^\Lambda_p$, $\gamma^B_p$ and $\gamma^C_p$ denote the (powerset) concretization functions induced by $\gamma^\Lambda$, $\gamma^B$ and $\gamma^C$, respectively. Then, the relation ‘$\equiv_p^\Lambda$’ makes two finite sets of polyhedra equivalent if and only if they have the same set-union. The general problem of deciding the semantic equivalence with respect to $\gamma^\Lambda_p$ of two finite (non-redundant) collections of polyhedra is known to be computationally hard [27]. For $\gamma^B_p$, the relation ‘$\equiv_p^B$’ makes two finite sets of polyhedra equivalent if and only if they have the same poly-hull, so that the powerset construction provides no benefit at all. Finally, $\gamma^C_p$ is injective so that ‘$\equiv_p^C$’ coincides with the identity congruence relation.

**Example 1.** For the polyhedral domain $(\widehat{\mathbb{C}\mathbb{P}}_1)_p$, let\(^1\)

- $\mathcal{T}_0 := \{0 \leq x \leq 2\}, \{1 \leq x \leq 2\}, \{3 \leq x \leq 4\}, \{4 \leq x \leq 5\}$,
- $\mathcal{T}_1 := \{0 \leq x \leq 2\}, \{3 \leq x \leq 4\}, \{4 \leq x \leq 5\}$,
- $\mathcal{T}_2 := \{0 \leq x \leq 1\}, \{1 \leq x \leq 2\}, \{3 \leq x \leq 5\}$.

Then $\mathcal{T}_0 \notin \wp_{\text{fn}}(\mathbb{C}\mathbb{P}_1, \subseteq)$, but $\mathcal{T}_1 = \Omega_{\widehat{\mathbb{C}\mathbb{P}}_1}^C(\mathcal{T}_0) \in \wp_{\text{fn}}(\mathbb{C}\mathbb{P}_1, \subseteq)$. Also, $\mathcal{T}_1 \equiv^\Lambda_p \mathcal{T}_2$.

### 4 Widening the Finite Powerset Domain

If the domain refinement of the previous section is meant to be used for static analysis, then a key ingredient that is still missing is a systematic way of ensuring the termination of the analysis. In this section, we describe two widening strategies that rely on the existence of a widening $\nabla : D \times D \rightarrow D$ on the base-level abstract domain.\(^2\) We start by proposing a general specification of an extrapolation operator that lifts this ‘$\nabla$’ operator to the powerset domain.

---

\(^1\) In this and the following examples, a polyhedron $P \in \mathbb{C}\mathbb{P}_n$ will be denoted by a corresponding finite set of linear equality and non-strict inequality constraints.

\(^2\) If the base-level abstract domain $D$ is finite or Noetherian, so that it is not necessarily endowed with an explicit widening operator, then a dummy widening can be obtained by considering the least upper bound operator ‘$\oplus$’.
Definition 4. (The ∇-connected extrapolation heuristics.) A partial operator \( h_p^\nabla : \varphi_{\text{fn}}(D,\vdash)^2 \to \varphi_{\text{fn}}(D,\vdash) \) is a ∇-connected extrapolation heuristics for \( \hat{D}_p \) if, for all \( S_1, S_2 \in \varphi_{\text{fn}}(D,\vdash) \) such that \( S_1 \vdash_p S_2 \), \( h_p^\nabla(S_1, S_2) \) is defined and satisfies the following conditions:

\[
S_2 \vdash_{\text{EM}} h_p^\nabla(S_1, S_2); \\
\forall d \in h_p^\nabla(S_1, S_2) \setminus S_2 : \exists d_1 \in S_1 . d_1 \vdash \nabla d; \\
\forall d \in h_p^\nabla(S_1, S_2) \cap S_2 : ((\exists d_1 \in S_1 . d_1 \vdash d) \to (\exists d'_1 \in S_1 . d'_1 \vdash \nabla d)).
\]

Informally, condition (2) ensures that the result is an upper approximation of \( S_2 \) in which every element covers at least one element of \( S_2 \) (i.e., the heuristics cannot add elements that are unrelated to \( S_2 \)); conditions (3) and (4) ensure that in the resulting set, each element covering an element of \( S_1 \) originates from an application of ‘\( \nabla \)’ to a (possibly different) element of \( S_1 \).

It is straightforward to construct an algorithm for computing a ∇-connected extrapolation heuristics for any given base-level widening ‘\( \nabla \)’.

Proposition 1. For all \( S_1, S_2 \in \varphi_{\text{fn}}(D,\vdash) \) such that \( S_1 \vdash_p S_2 \), let

\[
h_p^\nabla(S_1, S_2) := S_2 \oplus_{\text{EM}} \mathcal{O}_{\hat{D}}^\nabla \{ d_1 \nabla d_2 \in D \mid d_1 \in S_1, d_2 \in S_2, d_1 \vdash d_2 \}. 
\]

Then ‘\( h_p^\nabla \)’ is a ∇-connected extrapolation heuristics for \( \hat{D}_p \).

For the finite powerset domain over \( \hat{\mathcal{C}}_{\mathbb{P}} \), lines 10–15 of the algorithm specified in [7, Figure 8, page 773] provide an implementation of the heuristics ‘\( h_p^\nabla \)’ defined in Proposition 1, instantiated with the standard widening, ‘\( \nabla_s \)’, on \( \hat{\mathcal{C}}_{\mathbb{P}} \).

Example 2. To see that the ‘\( h_p^\nabla \)’ defined in Proposition 1 is not a widening for \( (\hat{\mathcal{C}}_{\mathbb{P}})_p \), consider the strictly increasing sequence \( \mathcal{T}_0 \subseteq_{\text{p}} \mathcal{T}_1 \subseteq_{\text{p}} \cdots \) in \( \mathcal{C}_1 \) defined by \( \mathcal{T}_j := \{ \mathcal{P}_i \mid 0 \leq i \leq j \} \), where \( \mathcal{P}_i := \{ x = i \} \), for \( i \in \mathbb{N} \). Then, no matter what the specification for ‘\( \nabla \)’ is, we obtain \( h_p^\nabla(\mathcal{T}_j, \mathcal{T}_{j+1}) = \mathcal{T}_{j+1} \), for all \( j \in \mathbb{N} \). Thus, the “widened” sequence is diverging.

4.1 Powerset Widening Using Egli-Milner Connectors

Example 2 shows that, when computing \( h_p^\nabla(S_1, S_2) \), divergence is caused by those elements of \( S_2 \) that cover none of the elements occurring in \( S_1 \), i.e., when \( S_1 \not\vdash_{\text{EM}} S_2 \). Thus, stabilization can be obtained by replacing \( S_2 \) with \( S_1 \oplus_{\text{EM}} S_2 \), where ‘\( \oplus_{\text{EM}} \)’ is a connect in \( \hat{D}_p \). We therefore define a simple widening operator on the finite powerset domain that uses a connector to ensure termination.

Definition 5. (The ‘\( \oplus_{\text{EM}} \)’ widening.) Let ‘\( h_p^\nabla \)’ be a ∇-connected extrapolation heuristics and ‘\( \oplus_{\text{EM}} \)’ be a connector for \( \hat{D}_p \). Let also \( S_1, S_2 \in \varphi_{\text{fn}}(D,\vdash) \), where \( S_1 \vdash_p S_2 \). Then

\[
S_1 \oplus_{\text{EM}} S_2 := h_p^\nabla(S_1, S_2'), \\
\text{where } S_2' := \begin{cases} S_2, & \text{if } S_1 \vdash_{\text{EM}} S_2; \\
S_1 \oplus_{\text{EM}} S_2, & \text{otherwise}. \end{cases}
\]
Theorem 1. The $\mathcal{EM}_\triangledown$ operator is a widening on $\hat{D}_P$.

Example 3. To illustrate the widening operator $\mathcal{EM}_\triangledown$ we consider the powerset domain $(\mathbb{CP}_1)_P$, with the standard widening $\triangledown$ on $\mathbb{CP}_1$ and the trivial connector $\mathcal{EM}$ returning the singleton poly-hull of its arguments. Consider the sequence $T_0 \subseteq_P T_1 \subseteq_P \cdots$ of Example 2 and the widened sequence $U_0 \subseteq_P U_1 \subseteq_P \cdots$ where $U_0 = T_0$ and $U_i = U_{i-1} \mathcal{EM}_\triangledown (U_{i-1} \cup \triangledown T_i)$, for each $i > 0$. When computing $U_1$, the second argument of the widening is $U_0 \cup \triangledown T_1 = T_1$. Note that $U_0 \mathcal{EM} T_1$ does not hold so that the connector is needed. Thus, we obtain

$$U_1 = h_\triangledown (U_0, U_0 \mathcal{EM} T_1) = h_\triangledown \left(U_0, \{0 \leq x \leq 1\}\right) = \{0 \leq x\}.$$  

In the next iteration we obtain stabilization. Clearly, in general the precision of this widening will depend on the chosen connector operator.

For the polyhedral domain $\mathbb{CP}_n$, the powerset widening $\mathcal{EM}_\triangledown$ using the $h_\triangledown$ heuristics defined in Proposition 1 is similar to but not quite the same as the operator sketched in [7]. As noted in that paper, the algorithm in [7, Figure 8, page 773] cannot ensure the termination of the analysis. To this end, instead of using a connector operator it is proposed that, when the cardinality of the abstract collection reaches a fixed threshold, a further poly-hull approximation be applied. However, there are examples indicating that such an approach cannot come with a termination guarantee when considering arbitrary increasing sequences [5].

4.2 Powerset Widening Using Finite Convergence Certificates

We now present another widening operator (denoted here by $\mathcal{EM}_\triangledown$) for the finite powerset domain. This requires that the operator $\triangledown$ defined on the base-level domain is provided with a (finitely computable) finite convergence certificate. Formally, a finite convergence certificate for $\triangledown$ (on $\hat{D}$) is a triple $(\mathcal{O}, \triangleright, \mu)$ where $(\mathcal{O}, \triangleright)$ is a well-founded ordered set and $\mu: D \to \mathcal{O}$, which is called level mapping, is such that, for all $d_1 \triangleright d_2 \in D$, $\mu(d_1) \triangleright \mu(d_1 \triangledown d_2)$. We will abuse notation by writing $\mu$ to denote the certificate $(\mathcal{O}, \triangleright, \mu)$.

Example 4. For the polyhedral domain $\mathbb{CP}_n$ and the standard widening $\triangledown$, we can define a certificate $(\mathcal{O}_s, \triangleright_s, \mu_s)$ where $\mathcal{O}_s$ is the pair $(\mathbb{N}, \mathbb{N})$, $\triangleright_s$ the lexicographic ordering of the pair using $>$ for the individual ordering of the components and $\mu_s: \mathbb{CP}_n \to \mathcal{O}_s$ the level mapping $\mu_s((P)) = (n - \dim(P), k)$, where $\dim(P)$ is the dimension of $P$ and $k$ the minimal number of half-spaces needed to define $P$. Similarly, a certificate for the widening $\triangledown$ on $\mathbb{CP}_n$ proposed in [4] can be obtained by considering the level mapping $\mu_b: \mathbb{CP}_n \to \mathcal{O}_b$ induced by the limited growth ordering relation $\triangleright_{b}$ defined in [4], so that we have $\mu_b(P_1) \triangleright_b \mu_b(P_2)$ if and only if $P_1 \lhd P_2$. For lack of space, we refer the reader to [4].
Given a certificate for ‘∇’, we can define a suitable limited growth ordering relation ‘∿p’ for the finite powerset domain $\hat{D}_p$ that satisfies the ascending chain condition.

**Definition 6. (The ‘∿p’ relation.)** The relation $\sim_p \subseteq \wp(D,\triangleright) \times \wp(D,\triangleright)$ induced by the certificate $\mu$ for ‘∇’ is such that, for each $S_1, S_2 \in \wp(D,\triangleright)$, $S_1 \sim_p S_2$ if and only if either one of the following conditions holds:

\[
\begin{align*}
\mu(\bigoplus S_1) &> \mu(\bigoplus S_2); \\
\mu(\bigoplus S_1) &= \mu(\bigoplus S_2) \land \# S_1 > 1 \land \# S_2 = 1; \\
\mu(\bigoplus S_1) &= \mu(\bigoplus S_2) \land \# S_1 > 1 \land \# S_2 > 1 \land \mu(S_1) \gg \mu(S_2)
\end{align*}
\]

where, for each $S \in \wp(D,\triangleright)$, $\mu(S)$ denotes the multiset over $O$ obtained by applying $\mu$ to each abstract element in $S$.

**Proposition 2.** The ‘∿p’ relation satisfies the ascending chain condition.

Intuitively, the relation ‘∿p’ will induce a certificate $\mu_p : \hat{D}_p \rightarrow \wp_p$ for the new widening. Namely, by defining $\mu_p(S_1) \sim_p \mu_p(S_2)$ if and only if $S_1 \sim_p S_2$, we will obtain $\mu_p(S_1) \sim_p \mu_p(S_1) = \bigoplus \mu_p(S_1 \uplus_p S_2)$.

The specification of our “certificate-based widening” assumes the existence of a subtract operation for the base-level domain. It is expected that a specific subtraction would be provided for each domain; here we just indicate a minimal specification.

**Definition 7. (Subtraction.)** The partial operator $\ominus : D \times D \rightarrow D$ is a subtraction for $\hat{D}$ if, for all $d_1, d_2 \in D$ such that $d_2 \triangleright d_1$, we have $d_1 \ominus d_2 \triangleright d_1$ and $d_1 = (d_1 \ominus d_2) \ominus d_2$.

A trivial subtraction operator can always be defined as $d_1 \ominus d_2 := d_1$.

**Example 5.** In $\mathbb{C}_n$, the function $\text{diff} : \mathbb{C}_n \times \mathbb{C}_n \rightarrow \mathbb{C}_n$ is defined so that, for any $P, Q \in \mathbb{C}_n$, $\text{diff}(P, Q)$ denotes the smallest closed and convex polyhedron containing the set difference $P \setminus Q$. Then, if $Q \subseteq P$, we have $\text{diff}(P, Q) \subseteq P$ and

$$P = (P \setminus Q) \cup Q = \text{diff}(P, Q) \cup Q = \text{diff}(P, Q) \cup Q,$$

so that ‘diff’ is a subtraction.

We can now define the certificate-based widening ‘$\mu \nabla_p$’.

**Definition 8. (The ‘$\mu \nabla_p$’ widening.)** Let ‘∿p’ be the limited growth ordering induced by the certificate $\mu$ for ‘∇’ and let ‘$\boxplus_p$’ be an upper bound operator on $\hat{D}_p$. Let $S_1, S_2 \in \wp(D,\triangleright)$ be such that $S_1 \triangleright_p S_2$. Also, if $\bigoplus S_1 \triangleright \bigoplus (S_1 \boxplus_p S_2)$, let $d \in D$ be defined as $d := (\bigoplus S_1 \nabla \bigoplus (S_1 \boxplus_p S_2)) \ominus (\bigoplus (S_1 \boxplus_p S_2))$. Then

$$S_1 \mu \nabla_p S_2 := \begin{cases} 
S_1 \boxplus_p S_2, & \text{if } S_1 \sim_p S_1 \boxplus_p S_2; \\
(S_1 \boxplus_p S_2) \bigoplus_p \{d\}, & \text{if } \bigoplus S_1 \triangleright \bigoplus (S_1 \boxplus_p S_2); \\
\{\bigoplus S_2\}, & \text{otherwise.}
\end{cases}$$
In the first case, we simply return the upper bound $S_1 \boxplus_p S_2$, since this is enough to ensure a strict decrease in the level mapping. In the second case, the join of $S_1$ is strictly more precise than the join of $S_1 \boxplus_p S_2$, so that we apply ‘$\nabla$’ to them and then, using the subtraction operator, improve the obtained result, since $S_1 \cap_p (S_1 \boxplus_p S_2) \oplus_p \{d\}$ holds. In the last case, since the join of $S_1 \boxplus_p S_2$ is invariant, we return the singleton consisting of the join itself, as originally proposed in [11, Section 9].

**Theorem 2.** The ‘$\mu \nabla_p$’ operator is a widening on $\hat{D}_p$.

**Example 6.** To illustrate the last two cases of Definition 8, consider the domain $(\hat{\mathbb{CP}}_1)_p$ with the standard widening ‘$\nabla_s$’ for $\hat{\mathbb{CP}}_1$ certified by the level mapping $\mu_s$ defined in Example 4 and the upper bound operator ‘$\boxplus_p$’ defined as ‘$\oplus_p$’, so that $S_1 \boxplus_p S_2 = S_2$ always holds.

Let $\mathcal{T}_1 = \{0 \leq x \leq 1\}$ and $\mathcal{T}_2 = \{0 \leq x \leq 1\}, \{2 \leq x \leq 3\}$. Then $\mathcal{T}_1 \cap_p \mathcal{T}_2$, so that the condition for the first case in Definition 8 does not hold. The poly-hulls of $\mathcal{T}_1$ and $\mathcal{T}_2$ are $\{0 \leq x \leq 1\}$ and $\{0 \leq x \leq 3\}$, respectively, so that the condition for the second case holds. Since $\bigcup \mathcal{T}_1 \nabla_s \bigcup \mathcal{T}_2 = \{0 \leq x\}$, then by letting the polyhedron $\mathcal{P}$ be the element $d$ as specified in Definition 8, we obtain $\mathcal{P} = \text{diff}(\{0 \leq x\}, \{0 \leq x \leq 3\}) = \{3 \leq x\}$, so that

$$\mathcal{T}_1 \mu \nabla_p \mathcal{T}_2 = \mathcal{T}_2 \uplus_p \{\mathcal{P}\} = \{0 \leq x \leq 1\}, \{2 \leq x \leq 3\}, \{3 \leq x\}.$$ 

Now let $\mathcal{T}_3 = \{x = 1\}, \{x = 3\}$ and $\mathcal{T}_4 = \{x = 1\}, \{x = 2\}, \{x = 3\}$. Then $\mathcal{T}_3 \cap_p \mathcal{T}_4$, so that the condition for the first case in Definition 8 does not hold. Moreover, $\bigcup \mathcal{T}_3 = \bigcup \mathcal{T}_4 = \{1 \leq x \leq 3\}$, so that neither the second case applies. Thus, $\mathcal{T}_3 \mu \nabla_p \mathcal{T}_4 = \{1 \leq x \leq 3\}$.

As shown in the example above, Definition 8 does not require that the upper bound operator ‘$\boxplus_p$’ is based on the base-level widening ‘$\nabla$’. Moreover, the scheme of Definition 8 can be easily extended to any finite set of heuristically chosen upper bound operators on $\hat{D}_p$, still obtaining a proper widening operator. The simplest heuristics, already used in the example above, is the one taking $\boxplus_p := \oplus_p$. If this fails to ensure a decrease in the level mapping, another possibility is the adoption of a $\nabla$-connected extrapolation heuristics ‘$h_p$’ for $\hat{D}_p$. Anyway, many variations could be defined, depending on the required precision/efficiency trade-off. In the following section, we investigate one of these possibilities, which originates as a generalization of an idea proposed in [7].

## 5 Merging Elements According to a Congruence Relation

When computing a powerset widening $S_1 \nabla_p S_2$, no matter if it is based on an Egli-Milner connector or a finite convergence certificate, some of the elements occurring in the second argument $S_2$ can be merged together (i.e., joined) without affecting the finite convergence guarantee. This merging operation can be guided
by a congruence relation on the finite powerset domain $\mathcal{D}_p$, the idea being that a well-chosen relation will benefit the precision/efficiency trade-off of the widening.

One option is to use semantics preserving congruence relations, i.e., refinements of the congruence relation $\equiv_{\gamma_p}$'. The availability of relatively efficient but incomplete tests for semantic equivalence can thus be exploited to improve the efficiency and/or the precision of the analysis. As the purpose of this paper is to provide generic widening procedures for powersets that are independent of the underlying domains and hence, of any intended concretizations, here we define these congruences in a way that is independent of the particular concrete domain adopted. Two such relations are the identity congruence relation, where no non-trivial equivalence is assumed, and the $\oplus$-congruence relation, where sets that have the same join are equivalent. However, the identity congruence will have no influence on the convergence of the iteration sequence, while the $\oplus$-congruence is usually the basis of the default, roughest heuristics for ensuring termination.

We now define a new congruence relation that lies between these extremes.

**Definition 9.** ($\prec$ and $\bowtie$.) The content relation $\prec \subseteq \wp \wp(D, \vdash) \times \wp \wp(D, \vdash)$ is such that $S_1 \prec S_2$ holds if and only if for all $S'_1 \in \wp \wp(D, \vdash)$ where $S'_1 \vdash_p S_1$ there exists $S''_1 \in \wp \wp(D, \vdash)$ such that $\uplus S'_1 = \uplus S''_1$ and $S''_1 \vdash_p S_2$. The same-content relation $\bowtie \subseteq \wp \wp(D, \vdash) \times \wp \wp(D, \vdash)$ is such that $S_1 \bowtie S_2$ holds if and only if $S_1 \prec S_2$ and $S_2 \prec S_1$.

Observe that the identity congruence relation can be obtained by strengthening the conditions in the definition of $\prec$, replacing $\uplus S'_1 = \uplus S''_1$ with $S'_1 = S''_1$; and the $\oplus$-congruence can be obtained by weakening the conditions, replacing $S''_1 \vdash_p S_2$ with $\uplus S''_1 \vdash \uplus S_2$. Thus the same-content relation is a compromise between keeping all the information provided by the explicit set structure, as done by the identity congruence, and losing all of this information, as occurs with the $\oplus$-congruence.

For the finite powerset domain of polyhedra $(\mathbb{C} \mathbb{P}_n)_p$, the content relation $\prec$ corresponds to the condition that all the points in polyhedra in the first set are contained by polyhedra in the second set; and hence, the same-content congruence relation $\bowtie$ coincides with the induced congruence relation $\equiv_{\gamma_p}$'.

**Proposition 3.** For all $S_1, S_2 \in \wp \wp(\mathbb{C} \mathbb{P}_n, \subseteq)$, $S_1 \bowtie S_2$ if and only if $S_1 \equiv_{\gamma_p} S_2$.

**Example 7.** For $\mathcal{T}_1, \mathcal{T}_2 \in \wp \wp(\mathbb{C} \mathbb{P}_1, \subseteq)$ as defined in Example 1, we have $\mathcal{T}_1 \bowtie \mathcal{T}_2$. Consider also $\mathcal{T}_3, \mathcal{T}_4 \in \wp \wp(\mathbb{C} \mathbb{P}_1, \subseteq)$ where

$$\mathcal{T}_3 := \{\{0 \leq x \leq 3\}, \{1 \leq x \leq 5\}\}, \quad \mathcal{T}_4 := \{\{0 \leq x \leq 5\}\}.$$  

Then $\mathcal{T}_3 \bowtie \mathcal{T}_4$ and also $\mathcal{T}_2 \prec \mathcal{T}_4$ although the converse does not hold. To see this, let $S_1, S_2$, and $S'_2$ in Definition 9 be $\mathcal{T}_2, \mathcal{T}_4$, and $\mathcal{T}''_4 := \{\{x = 2.5\}\}$, respectively. Then, if $\mathcal{T}''_4$ is such that $\mathcal{U} \mathcal{T}''_4 = \mathcal{U} \mathcal{T}_4$ and $\mathcal{T}''_4 \subseteq_p \mathcal{T}_4$, we must have $\mathcal{T}''_4 = \mathcal{T}_4 \not\subseteq_p \mathcal{T}_2$; hence, although $\mathcal{T}_4 = \{\mathcal{U} \mathcal{T}_2\}$, we have $\mathcal{T}_4 \not\bowtie \mathcal{T}_2$.

We now define an operation merger that is parametric with respect to the congruence relation and replaces selected subsets by congruent singleton sets.
Definition 10. (Merge and mergers.) Let \( R \) be a congruence relation on \( \mathcal{D}_p \). Then the merge relation \( \text{merge}_R \subseteq \varphi_{\text{fin}}(D, \uparrow) \times \varphi_{\text{fin}}(D, \uparrow) \) for \( R \) is such that \( \text{merge}_R(S_1, S_2) \) holds if and only if \( S_1 \vdash_R S_2 \) and

\[
\forall d_2 \in S_2 : \exists S'_1 \subseteq S_1 . d_2 = \bigoplus S'_1 \land \{d_2\} \ R S'_1.
\]

A set \( S \in \varphi_{\text{fin}}(D, \uparrow) \) is fully-merged for \( R \), if \( \text{merge}_R(S, S') \) implies \( S = S' \); \( S \) is pairwise-merged for \( R \) if, for all \( d_1, d_2 \in S \), we have that \( \{d_1, d_2\} \) is fully-merged. An operator \( \uparrow_R : \varphi_{\text{fin}}(D, \uparrow) \rightarrow \varphi_{\text{fin}}(D, \uparrow) \) is a merger for \( R \) if \( \text{merge}_R(S, \uparrow_R S) \) holds.

Note that, for all \( S \in \varphi_{\text{fin}}(D, \uparrow) \) and congruence relations \( R \), we have \( S \vdash_{\text{EM}} \uparrow_R S \).

For the finite powerset domain over \( \mathcal{C}^\mathcal{P}_n \), lines 1–9 of the algorithm specified in [7, Figure 8, page 773] define a merger operator \( \uparrow_{\text{in}} \) such that, for each finite set \( S \) of polyhedra, \( \uparrow_{\text{in}} S \) is pairwise-merged.

Example 8. Figure 1 shows two examples of sets of polyhedra. In the left-hand diagram, the set \( \mathcal{T} = \{P_1, P_2, P_3\} \) of three squares is not pairwise-merged for \( \uparrow_{\text{in}} \) since \( P_1 \cup P_2 \) and \( P_2 \cup P_3 \) are convex polyhedra. Both \( \mathcal{T}_1 = \{P_1 \cup P_2, P_3\} \) and \( \mathcal{T}_2 = \{P_1, P_2 \cup P_3\} \) are fully-merged and hence pairwise-merged for \( \uparrow_{\text{in}} \), and \( \text{merge}_{\text{in}}(\mathcal{T}, \mathcal{T}_i) \) holds for \( i = 1, 2 \). In the right-hand diagram, the set \( \mathcal{T}' = \{Q_1, Q_2, Q_3, Q_4, Q_5\} \) is pairwise-merged but not fully-merged for \( \uparrow_{\text{in}} \). Since \( Q' = \bigcup \mathcal{T}' \) is a convex polyhedron, the singleton set \( \{Q'\} \) is fully-merged and hence pairwise-merged for \( \uparrow_{\text{in}} \) and \( \text{merge}_{\text{in}}(\mathcal{T}', \{Q'\}) \) holds.

6 Conclusion

We have studied the problem of endowing any abstract domain obtained by means of the finite powerset construction with a provably correct widening operator. We have proposed two generic widening operators and we have instantiated our techniques, which are completely general, on powersets of convex polyhedra, an abstract domain that is being used for static analysis and abstract model-checking and for which no non-trivial widening operator was previously known.
We have extended the Parma Polyhedra Library (PPL) [3,6], a modern C++ library for the manipulation of convex polyhedra, with a prototype implementation of the widenings and their variants employing the ‘widening up to’ technique [20,21]. The experimental work has just started, but the initial results obtained are very encouraging as our new widenings compare favorably, both in terms of precision and efficiency, with the extrapolation operator of [7].
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Abstract. We study the type system introduced by Boyapati and Rinard in their paper “A Parameterized Type System for Race-Free Java Programs” and try to infer the type annotations (“lock types”) needed by their type checker to show that a program is free of race conditions. Boyapati and Rinard automatically generate some of these annotations using default types and static inference of lock types for local variables, but in practice, the programmer still needs to annotate on the order of 1 in every 25 lines of code. We use run-time techniques, based on the lock-set algorithm, in conjunction with some static analysis to automatically infer most or all of the annotations.

1 Introduction

Type systems are well established as an effective technique for ensuring at compile-time that programs are free from a wide variety of errors. New type systems are being developed by researchers at an alarming rate. Many of them are very elaborate and expressive.

Types provide valuable compile-time guarantees, but at a cost: the programmer must annotate the program with types. Annotating new code can be a significant burden on programmers. Annotating legacy code is a much greater burden, because of the vast quantity of legacy code, and because a programmer might need to spend a long time studying the legacy code before he or she understands the code well enough to annotate it.

Type inference reduces this burden by automatically determining types for some or all parts of the program. A type inference mechanism is complete if it can infer types for all typable programs.

Traditional type inference is based on static analysis. A common approach is constraint-based type inference, which works by constructing a system of constraints (of appropriate forms) that express relationships between the types of different parts of the program and then solving the resulting constraints.

Unfortunately, complete type inference is impossible or infeasible for many expressive type systems. This motivates the development of incomplete type inference algorithms. These algorithms fall on a spectrum that embodies a trade-off
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between computational cost and power. Roughly speaking, we measure an algorithm’s power by how many annotations the user must supply in order for the algorithm to successfully infer the remaining types. For some important type systems, even incomplete algorithms designed to infer most types for most programs encountered in practice may have prohibitive exponential time complexity.

We have developed a new run-time approach to type inference that, for some type systems, appears to be more effective in practice than traditional static type inference. We monitor some executions of the program and infer (one might say “guess”) candidate types based on the observed behavior.

A premise underlying this work is that data from a small number of simple executions is sufficient to infer most or all of the types. In particular, it is not necessary for the monitored executions collectively to achieve—or even come close to—full statement coverage in order to support successful inference of types for the entire program. Another premise is that the type inference is relatively insensitive to the choice of test inputs. Experience with Daikon [Ern00] supports this idea.

This approach has some obvious theoretical limitations. It is not complete, because the process of generalizing from relationships between specific objects in a particular execution to static relationships between expressions or statements in the program is based in part on (incomplete) heuristics. Run-time type inference is unsound (i.e., the inferred types might not satisfy the type checking rules), because the observed behavior is not necessarily characteristic of all possible behaviors of the program, and correct types express properties that should hold for all possible behaviors of the program. We transform this unsoundness into incompleteness by running the type-checker after type inference. If the type-checker signals an error, we report that type inference failed. This is not a problem in practice, provided it is rare.

Despite these theoretical limitations, from a pragmatic point of view, the most important question for a given type system is whether run-time type inference, traditional static type inference, or a combination of them will provide the greatest overall reduction of users’ annotation burden. As a first step towards the empirical evaluation of run-time type inference, we developed and implemented a run-time type inference algorithm for a recently proposed type system for concurrent programs.

Concurrent programs are notorious for containing errors that are difficult to reproduce and diagnose at run-time. This inspired the development of type and effect systems (for brevity, we will call them “type systems” hereafter) that statically ensure the absence of some common kinds of concurrent programming errors. Flanagan and Freund [FF00] developed a type system that ensures that a Java program is race-free, i.e., contains no race conditions; a race condition occurs when two threads concurrently access a shared variable and at least one of the accesses is a write. The resulting programming language (i.e., Java with their extensions to the type system) is called Race Free Java. Boyapati and Rinard [BR01] modified and extended Flanagan and Freund’s type system to make it more expressive. The resulting programming language is called Param-
eterized Race Free Java (PRFJ). Hereafter, we assume that programs contain all type information required by the standard Java type-checker, and we use the word “types” to refer only to the additional type information required by these extended type systems.

These type systems encode programming patterns that experienced programmers often use to avoid these errors. Specifically, these type systems track the use of locks to “protect” (i.e., prevent concurrent access to) shared data structures. Although these type systems are occasionally undesirably restrictive, experience indicates that they are sufficiently expressive for many programs.

The cost of expressiveness is that type inference for these type systems is difficult. In Flanagan and Freund’s experiments with three medium or large programs, well-chosen defaults, in combination with some potentially unsafe (but usually safe in practice) “escapes” from the type system, reduce the number of annotations needed to about 12 annotations/KLOC (KLOC denotes “thousand lines of code”) on average [FF00]. For a fair comparison with type inference for PRFJ (discussed below), note that PRFJ programs typically require more annotations than this, primarily because the PRFJ type system is more expressive and does not rely on potentially unsafe escapes.

Flanagan and Freund subsequently developed a simple type inference algorithm for their type system. Roughly speaking, it starts with a set of candidate types for each expression, runs the type checker, deletes some of the candidate types based on the errors (if any) reported by the type checker, and repeats this process until the type checker reports no errors [FF01]. However, this algorithm infers types only for a restricted version of the type system—specifically, a version without external locks. Elimination of external locks significantly reduces the expressiveness of the type system.

Boyapati and Rinard [BR01] use carefully-chosen defaults and local type inference to reduce the annotation burden on users of PRFJ. The user provides type annotations on selected declarations of classes, fields, and methods, and selected object allocation sites (i.e., calls to new). Default types are used where annotations are omitted. A simple intra-procedural constraint-based type inference algorithm is used to infer types for local variables of each method. In their experiments with several small programs, users needed to supply about 25 annotations/KLOC [BR01].

We believe that type systems like PRFJ are a promising practical approach to verification of race-freedom for programs that use locks for synchronization, except that the annotation burden is currently too high. We attempted to develop static inter-procedural type inference algorithms for PRFJ, using abstract interpretation [CC77] and constraint-based analysis (e.g., instantiation constraints [AKC02]), but the analysis algorithms were computationally expensive, and we did not believe they would scale to large programs.

This motivated us to develop and implement a run-time type inference algorithm for PRFJ. The program is instrumented by an automatic source-to-source transformation. The instrumented program writes relevant information (mainly information about which locks are held when various objects are accessed) to
a log file. Analysis of the log, together with a simple static program analysis that identifies unique pointers [AKC02], produces type annotations at selected program points. Boyapati and Rinard’s simple intra-procedural type inference algorithm is then used to propagate the resulting types to other program points. This has the crucial effect of propagating type information into branches of the program that were not exercised in the monitored executions. Our experience, reported in detail in Section 6, is that run-time type inference provides a significant further reduction in the annotation burden.

If multiple types for (say) a field declaration are consistent with the logged information, we use heuristics to prioritize them. If the candidate type with the highest priority is rejected by the type checker (because it is inconsistent with the types at other program points), we try the next one. In our experiments so far, the highest-priority choice has always worked, so this iterative approach has not been needed (or implemented).

Future Work. In the short term, we plan to implement a type checker for PRFJ; our current lack of a type checker limited our experiments to programs small enough for us to type-check manually. The run-time overhead of our instrumentation is already moderate (see Section 6) but could perhaps be reduced by incorporating ideas from [vPG01]. In the longer term, we are investigating type inference for race-free variants of C, such as [Gro03]. We expect run-time type inference to be even more beneficial in this context. Boyapati and Rinard’s defaults in PRFJ are very effective, in part because Java provides built-in locks, so this is a very good guess at the identity of the protecting lock in many cases. Devising equally effective defaults for variants of C seems difficult.

2 Related Work

Run-time type inference is very similar in spirit to Daikon [Ern00]. During execution of a program, Daikon evaluates a large syntactic class of predicates at specified program points and determines, for each of those program points, the subset of those predicates that always hold at that program point during the monitored executions. Among those predicates, those that satisfy some additional criteria are reported as candidate invariants. Daikon cannot infer PRFJ types, because the invariants expressed by PRFJ types are not expressible in Daikon’s language for predicates. Daikon infers predicates that can be evaluated at a single program point. In contrast, a single PRFJ type annotation can express an invariant that applies to many program points. For example, if the declaration of a field \( f \) in a class \( C \) is annotated with the PRFJ type \texttt{self}, it means (roughly): for all instances \( o \) of class \( C \), for all objects \( o' \) ever stored in field \( f \) of \( o \), \( o' \) is protected by its own lock, \( i.e., \) the built-in lock associated (by the Java language semantics) with \( o' \) is held whenever any field of \( o' \) is accessed. Such accesses may occur throughout the program.

Naik and Palsberg developed an expressive type system for ensuring that an interrupt-driven program will handle every interrupt within a specified deadline
expressions are built whose value does not change from one object to another. Syntactically, final expressions are built from final variables, including the implicit this variable, final fields, and static final fields. Ownership changes that do not lead to race

cannot be updated and can be accessed without any locks.

Every class in PRFJ is parameterized with one or more parameters. Parameterization allows the programmer to specify appropriate ownership information separately for each use of the class. The first parameter always specifies the owner of the this object. The remaining parameters, if any, may specify the owners of fields or parameters or return values of methods. The first parameter of a class can be a formal owner parameter or one of the special values discussed above; the remaining parameters must be formal owner parameters. When the class is used in the program, its formal owner parameters are instantiated with final expressions or the above special values. Final expressions are expressions whose value does not change; using them to represent owners ensures that an object’s owner does not change from one object to another.

3 Overview of Parameterized Race Free Java (PRFJ)

The PRFJ type system is based on the concept of object ownership. Each object is associated with an owner which is specified as part of the type of the variables that refer to that object. Each object is owned by another object, or by special values thisThread, self, unique or readonly. Since an object can be owned by another object which in turn could be owned by another object, the ownership relation can be regarded as a forest of rooted trees, where the roots may have self loops. Ownership information expresses a synchronization discipline: to safely access an object o, a thread must hold the lock associated with the root r of the ownership tree containing o; r is called o’s root owner.

An object with root owner thisThread is unshared. Such objects can be accessed without synchronization. This is reflected in the type system by declaring that every thread implicitly holds the lock associated with thisThread. An object with owner self is simply owned by itself. If an object o has owner unique, there is a single (unique) reference to o. Only the thread currently holding that reference can access o, so there is no possibility of race conditions involving o, and no lock needs to be held when accessing o. An object with owner readonly cannot be updated and can be accessed without any locks.

Due to this close connection, types for a program can be inferred from the output of the model checker. Our goal is quite different than theirs: we aim to show that inexpensive run-time techniques (in contrast to relatively expensive model checking) can provide an effective basis for type inference.

Static analyses such as meta-compilation [HCXE02] and type qualifiers [FTA02] have been used to check or verify simple lock-related properties of concurrent programs, e.g., that a lock is not acquired twice by the same thread without an intervening release. Such analyses cannot easily be used to check more difficult properties such as race-freedom.
public class MyThread<thisThread> extends Thread<thisThread> {
    public ArrayList<self,readonly> ls;

    public MyThread(ArrayList<self,readonly> ls) {
        this.ls = ls;
    }

    public void run() {
        synchronized(this.ls) { ls.add(new Integer<readonly>(10)); }
    }

    public static void main(String args[]) {
        ArrayList<self,readonly> ls = new ArrayList<self,readonly>();
        MyThread<unique> m1 = new MyThread<unique>(ls);
        MyThread<unique> m2 = new MyThread<unique>(ls);

        m1--.start();
        m2--.start();
    }
}

**Fig. 1.** A Sample PRFJ Program.

conditions are allowed; for example, an object’s owner may change from unique to any other owner.

Every method is annotated with a clause of the form \( \text{requires } e_1, \ldots, e_n \), where the \( e_i \) are final expressions. Locks on the root owners of the objects listed in the \text{requires} clause must be held at each call site.

The type checking rules ensure that in a well-typed program, an object that is not readonly can be accessed only by a thread that either holds the lock on the root owner of the object or has a unique reference to the object. This implies that the program is race-free.

To illustrate the PRFJ system, consider the program in Figure 1. The definition of class \text{ArrayList} is not shown, but it has two owner parameters: the first specifies the owner of the \text{ArrayList} itself, and the second specifies the owner of the objects stored in the \text{ArrayList}. The \text{MyThread} constructor returns a unique reference to the newly allocated object. Thus, the main thread has unique references to the two instances of \text{MyThread} until they are started. After an instance of \text{MyThread} is started, it is accessed by only one thread (namely, itself) and hence is unshared. Thus, the owner of each \text{MyThread} object changes from unique to thisThread. The occurrences of -- in the main method indicate that the main thread relinquishes its unique references to \text{m1} and \text{m2} when it starts them. These occurrences of -- are required by the type checking rules, and we consider them to be, in effect, type annotations.
The two instances of `MyThread` share a single `ArrayList` object `a`. The lock associated with `a` is held at every access to `a`, so `a` has owner `self`, and the first parameter of `ArrayList` is instantiated with `self`. Instances of the `Integer` class are immutable, so they have owner `readonly`. All objects stored in `a` have owner `readonly`, so the second owner parameter of `ArrayList` is instantiated with `readonly`.

PRFJ defaults are unable to determine the `unique`, `self`, and `readonly` owners used in this program. Our type-inference algorithm described in Section 4 infers all of the types correctly for this program. [AS03] shows in detail how our algorithm works for this program.

# 4 Type Inference for PRFJ

Our algorithm has three main steps.

First, the static analysis in [AKC02] is used to infer `unique` and `!e` ("not escaping") annotations for fields, method parameters, return values, and local variables (PRFJ’s `!e` annotation corresponds to the `lent` annotation in [AKC02]). We use static analysis for this because it is usually adequate and because run-time determination of which objects have unique references would be expensive.

Second, run-time information is used to infer owners for fields, method parameters and return values. Owners in class declarations are inferred next. For a class whose first owner is inferred to be a constant (`i.e., anything other than a formal owner parameter`), all occurrences of that class in the program are instantiated with that constant as the first owner.

Third, the intra-procedural type inference algorithm in [BR01, Section 7.1] is applied, to infer the types of local variables whose types have not already been determined.

Few classes need multiple owner parameters, and most of the classes that do are library classes, which can be annotated once and re-used, so we do not attempt to infer which classes `C` need multiple owner parameters or how those parameters should be used in the declarations of fields and methods of `C`. We assume this information is given. We do try to infer how to instantiate those owner parameters in all uses of `C`.

## 4.1 Inferring Unique Owners

The static uniqueness analysis in [AKC02] is a fairly straightforward flow-sensitive context-insensitive inter-procedural data-flow analysis whose running time is linear in the size of the program. For details, see [AKC02].

## 4.2 Inferring Owners for Fields, Method Parameters, and Return Values

Let `x` denote a field, method parameter, or method return type with reference type (`i.e., not a base type`). To infer the owner of `x` (`i.e., the first-owner in the
type of \(x\), we monitor accesses to a set \(S(x)\) of objects associated with \(x\). If \(x\) is a field of some class \(C\), \(S(x)\) contains objects stored in the \(f\) field of instances of \(C\). For a method parameter \(x\), \(S(x)\) contains arguments passed through that parameter. For a method return type \(x\), \(S(x)\) contains objects returned from the method. Let \(\text{FE}(x)\) denote the set of final expressions that are syntactically legal (\textit{i.e.}, in scope) at the program point where \(x\) is declared.

After an object \(o\) is added to \(S(x)\), every access (read or write) to \(o\) is intercepted and some information is recorded. Specifically, at the end of runtime monitoring, the following information is available for each object \(o\) in \(S(x)\): \(\text{lkSet}(x,o)\), the set of locks that were held at every access to \(o\) after \(o\) was inserted in \(S(x)\) \([\text{SBN}+97]\); \(\text{rdOnly}(x,o)\), a boolean that is true iff no field of \(o\) was written (updated) after \(o\) was inserted in \(S(x)\); \(\text{shar}(x,o)\), a boolean that is true iff \(o\) is "shared", \textit{i.e.}, multiple threads accessed non-final fields of \(o\) after \(o\) was inserted in \(S(x)\); \(\text{val}(x,o,e)\), the value of final expression \(e\) at an appropriate point for \(x\) and \(o\), for each \(e\in\text{FE}(x)\). If \(x\) is a field, the appropriate point is immediately after the constructor invocation that initialized \(o\). If \(x\) is a parameter of a method \(m\), the appropriate point is immediately before calls to \(m\) at which \(o\) is passed through parameter \(x\). If \(x\) is a return type of a method \(m\), the appropriate point is immediately after calls to \(m\) at which \(o\) is passed as the return value of \(m\).

The owner of \(x\) is determined by the first applicable rule below.

1. If the Java type of \(x\) is an immutable class (\textit{e.g.}, \textit{String} or \textit{Integer}), then \(\text{owner}(x) = \text{readonly}\).
2. If \((\forall o \in S(x) : \neg\text{shar}(x,o))\), then \(\text{owner}(x) = \text{thisThread}\).
3. If \((\forall o \in S(x) : \text{rdOnly}(x,o))\), then \(\text{owner}(x) = \text{readonly}\).
4. If \((\forall o \in S(x) : o \in \text{lkSet}(x,o))\), then \(\text{owner}(x) = \text{self}\).
5. Let \(E(x)\) be the set of final expressions \(e\) in \(\text{FE}(x)\) such that, for each object \(o\) in \(S(x)\), \(\text{val}(x,o,e)\) is a lock that protects \(o\); that is, \(E(x) = \{e \in \text{FE}(x) \mid \forall o \in S(x) : \text{val}(x,o,e) \in \text{lkSet}(x,o)\}\). If \(E(x)\) is non-empty, take \(\text{owner}(x)\) to be an arbitrary element of \(E(x)\).
6. Take \(\text{owner}(x)\) to be a formal owner parameter of the class containing \(x\), normally \textit{thisOwner}.\(^1\)

To reduce the run-time overhead, we restrict \(S(x)\) to contain only selected objects associated with \(x\). This typically does not affect the inferred types. We currently use the following heuristics to restrict \(S(x)\). For a field \(x\) with type \(C\), \(S(x)\) contains at most one object created at each allocation site for \(C\). For a method parameter or return type \(x\), \(S(x)\) contains at most one object per call site of that method. Also, we restrict \(\text{FE}(x)\) to contain only the values of final expressions of the form \textit{this} or \textit{this.f}, where \(f\) is a final field.

### 4.3 Inferring Values of Non-first Owner Parameters

If the Java type of \(x\) is a class \(C\) with multiple owner parameters, for each formal owner parameter \(P\) of \(C\) other than the first, we need to infer \(\text{owner}_P(x)\),

\(^1\) This rule is not needed for the examples in Section 6.
the value with which $P$ should be instantiated for $x$. Let $S_P(x)$ denote a set of objects $o'$ associated with $P$ for $x$ and such that $P$ denotes the first owner of $o'$. In particular, for each $o$ in $S(x)$: (1) for each field $f$ of $C$ declared with $P$ as the first owner of $f$ (i.e., \texttt{class C<...., P, ...> \{ ... D<P> f; ... \}}), objects stored in $o.f$ are added to $S_P(x)$; (2) for each parameter $p$ of a method $m$ of $C$ such that the first owner of $p$ is $P$ (i.e., \texttt{class C<...., P, ...> \{ ... m(..., D<P> p, ...) ... \}}), add to $S_P(x)$ arguments passed through parameter $p$ when $o.m$ is invoked; (3) for each method $m$ of $C$ whose return type has first owner $P$, add to $S_P(x)$ objects returned from invocations of $o.m$. We instrument the program to monitor accesses to objects in $S_P(x)$ and infer an owner based on that, just as in Section 4.2. As an optimization, we may restrict $S_P(x)$ to contain a subset of the objects described above.

4.4 Inferring Owners in Class Declarations

Let owner($C$) denote the first owner in the declaration of class $C$ (i.e., it denotes $o$ in \texttt{class C<o, ...>}). Let $S(C)$ contain instances of $C$. We monitor accesses to elements of $S(C)$ as in Section 4.2 and then use the following rules to determine owner($C$).

1. If $C$ is a subclass of a class $C'$ with owner($C'$)=\texttt{self}, then owner($C$)=\texttt{self}.
2. If $S(C) = \emptyset$ (i.e., there are no instances of $C$), then owner($C$)=\texttt{thisOwner}.\footnote{For example, in many programs, the class containing the \texttt{main} method is never instantiated.}
3. If ($\forall o \in S(C) : \lnot \text{shar}(x, o)$), then owner($C$)=\texttt{thisThread}.
4. If ($\forall o \in S : o \in \text{lkSet}(x, o)$), then owner($C$)=\texttt{self}.
5. Take owner($C$)=\texttt{thisOwner}.

For efficiency, we restrict $S(C)$ to contain only a few instances of $C$. Currently, we arbitrarily pick two fields or method parameters or return values of type $C$ and take $S(C)$ to contain the objects stored in or passed through them.

4.5 Inferring requires Clauses

We infer requires clauses basically as in [BR01], except we use run-time monitoring instead of user input to determine which classes $C$ have owner \texttt{thisThread} (i.e., each instance of $C$ is accessed by a single thread).

Each method declared in each class with owner \texttt{thisThread} is given an empty requires clause. For each method in each other class, the requires clause contains all method parameters $p$ (including the implicit \texttt{this} parameter) such that $m$ contains a field access $p.f$ (for some field $f$) outside the scope of a synchronized($p$) statement; as an exception, the run() method of classes that implement Runnable is given an empty requires clause, because a new thread holds no locks.
4.6 Static Intra-procedural Type Inference

The last step is to infer the types of local variables whose types have not already been determined, using the intra-procedural type inference algorithm in [BR01, Section 7.1]. Each incomplete type (i.e., each type for which the values of some owner parameters are undetermined) is filled out with an appropriate number of fresh distinct owner parameters. Equality constraints between owners are constructed in a straightforward way from each assignment statement and method invocation. The constraints are solved in almost linear time using the standard union-find algorithm. For each of the resulting equivalence classes \( E \), if \( E \) contains one known owner \( o \) (i.e., an owner other than the fresh parameters), then replace the fresh owner parameters in \( E \) with \( o \). If \( E \) contains multiple known owners, then report failure. If \( E \) contains only fresh owner parameters, then replace them with \texttt{thisThread}. This heuristic is adequate for the examples we have seen, but if necessary, we could instrument the program to obtain runtime information about objects stored in those local variables, and then infer their owners as in Section 4.2.

5 Implementation

This section describes the source-to-source transformation that instruments a program so that it will record the information needed by the type inference algorithm in Section 4. The transformation is parameterized by the set of classes for which types should be inferred.

All instances of \texttt{Thread} are replaced with \texttt{ThreadwithLockSet}, a new class that extends \texttt{Thread} and declares a field \texttt{locksHeld}. Synchronized statements and synchronized methods are instrumented to update \texttt{locksHeld} appropriately; a \texttt{try/finally} statement is used in the instrumentation to ensure that exceptions are handled correctly. For each field, method parameter and return type \( x \) being monitored, a distinct \texttt{IdentityHashMap} is added to the source code. The hashmap for \( x \) is a map from objects \( o \) in \( S(x) \) to the information recorded for \( o \), as described in Section 4, except the lockset. We store all locksets in a single \texttt{IdentityHashMap}. Thus, even if an object \( o \) appears in \( S(x) \) for multiple \( x \), we maintain a single lockset for \( o \). Object allocation sites, method invocation sites, and field accesses are instrumented to update the hashmaps appropriately. Which sites and expressions are instrumented depends on the set of classes specified by the user.

6 Experience

To evaluate the inference engine, we ran our system on the five multi-threaded server programs used in [BR01]. C. Boyapati kindly sent us the annotated PRFJ code for these servers. The programs are small, ranging from about 100 to 600 lines of code. We compare the number of annotations in that code—this is also the number of annotations needed for the mechanisms in [BR01] to successfully
infer the remaining types—with the number of annotations needed with our type-inference algorithm. Recall that our type-inference algorithm is also incomplete and hence might be unable to infer some types. In these experiments, we infer types only for the application (i.e., server) code; we assume PRFJ types are given for Java API classes used by the servers.

In summary, our type-inference mechanism successfully inferred complete and correct typings for all five server programs, with no user-supplied annotations. Also, slowdown due to the instrumentations was typically about 20% or less.

Four of the server programs did not come with clients, so we wrote very simple clients for them. One server program (PhoneServer) came with a simple client. We modified the servers slightly so they terminate after processing one or two requests (in our current implementation, termination triggers writing of collected information to the log). A single execution of each server with its simple client provided enough information for successful run-time type inference. This supports our conjecture (in Section 1) that data from a small number of simple executions is sufficient.

The original PRFJ code for GameServer requires 7 annotations. Our algorithm infers types for the program with no annotations. We wrote a simple client with two threads. This program is sensitive to the scheduling of threads. Different interleavings of the threads caused different branches to be taken, leaving other branches in the code unexercised in that execution. We applied our run-time type inference algorithm to each of the possible executions, and it successfully inferred the types in every case.

The original ChatServer code contains 13 annotations. We wrote a simple client with two threads. One class (read_from_connection) in the server program has only final fields, and the class declaration can correctly be typed with owner self or thisThread. The original code contains a manual annotation of self, while our algorithm infers thisThread. The ChatServer, like the other servers, uses Boyapati’s modified versions of Java API classes (e.g., Vector), from which synchronization has been removed. The benefit is that synchronization can be omitted in contexts where it is not needed; the downside is that, when synchronization is necessary, it must be included explicitly in the application code. We also considered a variant of this server that uses unmodified Java library classes. Our algorithm infers a complete and correct typing for both variants, with no assistance from the user.

The original QuoteServer code contains 15 annotations, PhoneServer code contains 12 annotations across 4 classes and HTTPServer contains 23 annotations across 7 classes. Our algorithm infers types for each of these programs with no annotations. Most of the annotations in QuoteServer were unique annotations, and static analysis of uniqueness is able to infer the annotations. For the HTTPServer program the inferred types are not exactly the same as those in the original code, as was the case with ChatServer.

Encouraged by these initial results, we plan to apply our system to much larger examples as soon as we have implemented a type-checker for PRFJ.
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Abstract. We investigate the certification of temporal properties of untrusted code. This kind of certification has many potential applications, including high confidence extension of operating system kernels. The size of a traditional, proof-based certificate tends to expand drastically because of the state explosion problem. Abstraction-carrying Code (ACC) obtains smaller certificates at the expense of an increased verification time. In addition, a single ACC certificate may be used to certify multiple properties. ACC uses an abstract interpretation of the mobile program as a certificate. A client receiving the code and the certificate will first validate the abstraction and then run a model checker to verify the temporal property.

We have developed ACCEPT/C, a certifier of reachability properties for an intermediate language program compiled from C source code, demonstrating the practicality of ACC. Novel aspects of our implementation include: 1) the use of a Boolean program as a certificate; 2) the preservation of Boolean program abstraction during compilation; 3) the encoding of the Boolean program as program assertions in the intermediate program; and 4) the semantics-based validation of the Boolean program via a verification condition generator (VCGen). Our experience of applying ACCEPT/C to real programs, including Linux and NT drivers, shows a significant reduction in certificate size compared to other techniques of similar expressive power; the time spent on model checking is reasonable.

1 Introduction

Proof-carrying code (PCC) techniques address the problem of how a client trusts a mobile (typically low-level) program by verifying a mathematical proof for certain safety properties [18]. Specifically, a server applies a safety policy to the program to generate verification conditions (VCs) and certifies the safety property with a checkable proof of the VCs. When a client generates the same set of VCs and checks the proof, PCC guarantees the client the safety of that program. Early variants of PCC, including TAL [17,16], ECC [13], Certified Binary [25], FPCC [1], TouchStone [18] and others, focus primarily on the verification of type safety and memory safety, properties easily expressed in first-order logic.

This paper investigates the certification of general temporal properties. Temporal logic [14] can express powerful safety policies, such as the correct use of APIs [2,8], or liveness requirements. Such properties enable an operating system kernel to start a
service developed by an untrusted party with high confidence that critical invariants, such as correct locking discipline, will not be compromised.

Other researchers are also extending the PCC framework to address temporal properties. In most of the proposed systems, a certificate is, as in PCC, a proof of the temporal property. Whether this proof is worked out using a theorem prover, as in the case of Temporal PCC (TPCC) [4], or translated from the computation of a model checker [26, 11, 12], the size of the proof tends to be large due to state explosion. In some cases a proof is several times larger than the program size even for trivial properties [4].

We are exploring Abstraction-carrying code (ACC), where an abstract interpretation of the program is sent as a certificate. Our specific strategy is to adopt refinement based [5, 20] predicate abstraction techniques [2, 21, 7, 6, 3] as the certification method. The abstraction model that is successfully model checked certifies the property of concern. In this paper, we use Boolean programs [2] as the abstract models.

Boolean programs are often computed for source programs. To certify mobile programs communicated in an intermediate language, we compile the source code into the intermediate language while preserving the correspondence with the abstract model. The intermediate program, the predicates and the abstract model are sent to the client. The client generates verification conditions to validate the abstract model and then model checks the abstract model to verify the temporal property.

To investigate the feasibility of ACC, we have constructed the ACC Evaluation Prototype Toolkit for C (ACCEPT/C). This toolkit, while not yet a full implementation of ACC, contains a certifying compiler. ACCEPT/C enables measurement of the size of certificates and the computational resources for certificate generation, validation and re-verification. ACCEPT/C is built on top of BLAST [8] and CIL [15]. The implementation exploits existing capabilities of BLAST and handles additional technical issues. In particular:

- ACCEPT/C computes a Boolean program from BLAST’s intermediate result, where a search tree is generated without an explicit concept of a static abstract model that resembles a Boolean program.
- ACCEPT/C compiles the Control Flow Automaton (CFA) representation of the source code to an intermediate program for which the Boolean program is still a valid abstraction.
- ACCEPT/C encodes the Boolean program as program assertions in the compiled program.
- On the client side, the verification condition generator (VCGen) produces a set of conditions that can be discharged by an automatic theorem prover.

Figure 1 illustrates the relationship between major data artifacts used by ACCEPT/C.

To evaluate ACC, we are applying ACCEPT/C to Linux and NT drivers and other public domain programs. For API-compliance properties, most test cases yield a small certificate, acceptable model validation time and a surprisingly small model checking overhead. Initial investigation of a public domain implementation of an SSH server supports our conjecture that a single, yet small, ACC certificate can establish multiple properties.

An alternative approach is the Model-carrying Code (MCC) framework [23, 24]. In MCC the model is generated using statistical techniques based on server side observa-
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The model is validated at run time by the client, though the verification of property is done statically. It does not require the client and the server to share details of the security property being verified. However, without such knowledge, it is sometimes hard to compute a model that is good enough to verify complicated properties. And the dynamic validation of the model introduces further workload for a client.

The paper is organized as follows. In Section 2, we introduce the technical background of ACC. Section 3 introduces how we compute Boolean programs from BLAST’s lazy abstraction results. Section 4 presents the abstraction-preserving compilation framework. Section 5 describes the encoding of Boolean programs as program assertions. Section 6 introduces the verification condition generator (VCGen). Section 7 reports our case studies with ACCEPT/C. We assume the readers have some knowledge of predicate abstraction. One example drawn from SLAM is used throughout the paper.

2 Background

This section reviews control flow automata (CFA), a mathematical abstraction used in BLAST [8], and adapts the formalism to models of intermediate representations. These results establish that ACC is expressive over next operator-free Linear Temporal Logic (LTL) formulas built over predicates on the system state. Preliminary accounts of these results are in our earlier workshop papers on ACC [29,28].

2.1 Control Flow Automata

Henzinger and colleagues in the BLAST (Berkeley Lazy Abstraction Software Verification Tool) group use Control Flow Automata (CFA) to encode control flow graph information in a manner suitable for model checking. In particular, the CFA framework provides a mechanism in which computations can be seen as paths in trees accepted by CFAs. The BLAST group discuss CFAs in several publications, where they are motivated by examples [9,10] and presented formally [8].

The CFA formalism characterizes a computation by a control state (or location) and a data state. For every function in the C program, a CFA is built. The set of control states is explicitly represented by a finite control flow graph. Edges in the graph are labeled by symbolic terms that characterize either changes to the data state (basic blocks of C statements) or predicates on the data state that enable the change of control state to...
happen (e.g. predicates computed from if statement conditionals). Later we will extend a CFA to allow the labels to be basic blocks of an intermediate language.

A set of CFAs representing a program induces a transition system, which accepts an infinite tree of (location, data state) pairs. A stack state is implicit in the path from the root to any node in the tree. Each edge in the tree must correspond to a labeled transition in the CFA and the data state must satisfy the label on the CFA transition. The data state is specified abstractly so that the data states on a path in the tree accepted by the CFA are an abstraction of the concrete states reached during an execution of the program. The abstraction is selected so that the concrete states that result in the same control behavior are identified (states identified in this way are called a region). The tree represents the reachable regions of the computation.

Model checking techniques allow this transition system to be tested for compliance with properties expressed in LTL, provided the LTL formula in question is built over atomic formulas that can be tested algorithmically on the CFA state.

The relationship between the abstract data states of the execution tree and the regions of concrete states of the C program can be formulated as a Galois connection, $(\alpha, \gamma)$. The abstraction function $\alpha$ maps a concrete region to an abstract one. The pair induces an abstract transition relation $\rightarrow_a$ between abstract regions. An abstract transition system can be computed from the abstract state space and $\rightarrow_a$. The abstract transition system can be model checked to verify the property on the concrete system. Because of the Galois connection requirement, the relation $\rightarrow_a$ is an over approximation of the transition relation of the concrete system. As a result, if we model check the abstract transition system, only global properties, such as LTL formulas, can be verified on the original system.

ACCEPT/C adopts Boolean abstraction, where the abstract transition $\rightarrow_a$ is defined by a Boolean program[2].

### 2.2 Lazy Abstraction

Traditional predicate abstraction builds an abstract model of a program based on a fixed set of predicates, called the abstraction basis. We will call such systems uniform because they use the same abstraction basis for every statement in the source program. Traditional approaches are also static because they construct the model completely prior to model checking.

Lazy abstraction is a dynamic, non-uniform abstraction technique. It builds a model on-the-fly during model checking. The abstraction function is different in different parts of the model checking search tree. Predicates are added only in those portions of the search tree where they are needed. A complete treatment of lazy abstraction can be found in the BLAST literature [8, Section 3].

### 2.3 Abstracting Intermediate Programs

BLAST models source programs. To support mobile code verification we must develop models of the intermediate code supplied from server to client. There are essentially two ways to approach this: directly build a model of the intermediate program or calculate
a refinement of a model of the source program in parallel with compilation. We have chosen the second approach because significantly more predicates are required at the intermediate level than at the source level to capture an abstract transition relation that enables successful model checking. In addition, to the extent that any tools exist to allow the programmer to assist in predicate discovery and refinement, these tools focus on source level abstractions.

To retain the validity of the abstract model as we compile, we restrict the compilation process to preserve as much of the original control flow behavior of the program as possible. In particular, the intermediate program shares (more precisely, refines) the same control flow graph. This allows us to find a simple correspondence between the compiled program and the Boolean program. Namely, an intermediate block compiled from a source statement is associated with the Boolean program statements corresponding to the source statement. The compilation of an `if` statement is associated with the `assume` statements corresponding to the `if` statement.

In addition to preservation of control flow it is also critical to preserve the semantics of all program values that are necessary to validate the correspondence between the compiled code and the Boolean program. This is accomplished by identifying a set of observable values in the source program and insuring that all residual representations of these values in the intermediate program are explicitly stored in memory. And when a variable is modified, the change should be written through to its memory copy.

Finally, compilation must respect the granularity of the semantics of the temporal logic modalities on the source program. Basic blocks in the intermediate program can be no finer than the unit of observation in the semantics of the temporal modalities. A sufficient condition to achieve this is to restrict basic blocks in the intermediate program to modify at most one variable.

### 3 Generation of Boolean Programs

This section describes the calculation of the Boolean program that will ultimately be the certificate of the mobile code. The Boolean program will be compact and in many ways directly reflect the structure of the source program. In particular, every program point in the Boolean program will correspond to a single program location in the source program (and the CFA). To construct a Boolean program that can be successfully model checked, we must have some sufficiently refined sets of predicates. In ACCEPT/C, we obtain these predicates sets from the BLAST's lazy abstraction result.

With BLAST, the abstract model generated in lazy abstraction is dynamic and non-uniform. A Boolean program on the other hand is static. We will use a static, non-uniform Boolean program to approximate the dynamic, non-uniform model generated by BLAST to benefit from the strength of both approaches.

BLAST associates a predicate set with each tree edge. To build the Boolean program, predicate sets on all the edges corresponding to the same transition in the CFA must be collected. For an edge in the source CFA, the predicates used to construct a Boolean program must be logically equivalent to the union of the predicate sets of the tree edges representing the corresponding transition of the CFA. We then apply the method described in SLAM [2] to compute the Boolean program. For example, for an assignment
statement in C, we may compute an approximation of the weakest precondition of a predicate as the condition for the corresponding Boolean variable to be true.

The proposition below characterizes that the static Boolean program generated is still as appropriate a model of the original program as the dynamic model obtained by lazy abstraction, provided the lazy abstraction used Boolean abstraction locally. That is, we show that if the lazy abstraction-based model checking does not reach an error state, neither will the model checking of the Boolean program constructed above.

A state in lazy abstraction or in a Boolean program can be viewed as a bit vector. Assume the order of the bits are fixed, that is, the same bit in different states corresponds to the same predicate. We say state \( s \) refines state \( t \) if \( s \) agrees with \( t \) on every bit of \( t \).

**Proposition 1** If state \( s_1 \) refines state \( s_2 \), \( s_1 \lla_1 s'_1 \), and \( s_2 \lla_2 s'_2 \), where \( \lla_1 \) is an abstract transition relation induced by a subset of the predicates that induces abstract transition relation \( \lla_2 \), then \( s'_1 \) refines to \( s'_2 \).

Therefore, if none of the leaves on the search tree contain an error state, neither will any reachable state generated by model checking the Boolean program.

These results show that ACC does not weaken any significant properties of the models we construct. In Figure 2, we list the C code used in the SLAM papers. The topology of the corresponding control flow automaton is illustrated on the right side of Figure 2 (labels are compiled code). According to the SLAM paper, model checking of the correct use of locks is successful only after we can observe the predicate \( nPacket = nPacketOld \). BLAST will find this predicate and use it to abstract the program only when necessary. In this case it will note that this predicate is only required within the loop. Therefore, we abstract the statements in the loop with three predicates and abstract the rest of the program with two predicates. The corresponding Boolean program is shown to the right.

![Fig. 2. Correct Use of Locks: NT Driver](image-url)
4 Abstraction-Preserving Compilation

The abstraction-preserving compilation process starts with the CFA representation of the source program and the Boolean program computed in the previous section. The compilation process must produce an intermediate representation of the source program annotated in such a manner that a Boolean program corresponding to the intermediate representation can be extracted by the client and its fidelity verified. This is accomplished by annotating basic blocks in the intermediate code with simultaneous assignments to the Boolean variables and annotating certain program points, usually the beginning of an instruction sequence for a `then` or `else` clause, with predicates from the Boolean program `assume` statements.

We present the straightforward approach that compiles every basic block in isolation, and maintains the Boolean program essentially unmodified. An extension allowing optimization is explored in an earlier paper [29].

Each source function is characterized by a CFA and a corresponding function in the Boolean program. Compilation is driven by traversing the control graph in the CFA. CFAs have two kinds of edges, those labeled by a basic block and those labeled by an `assume` predicate. For edges labeled by predicates the compilation process emits an appropriate test instruction and branch construct. Such an edge is labeled by the predicates in the corresponding `assume` statement in the Boolean program. For a basic block edge, the basic block is compiled in isolation and annotated with the residual simultaneous assignment to Boolean variables found in the Boolean program. The basic blocks are assembled according to the control flow graph. When multiple paths merge it is sometimes necessary to introduce labels for intermediate proxy nodes that can be labeled with appropriate predicates.

The compilation of our example to an intermediate language is illustrated in Figure 2. The tests of conditions ((1) and (2)) in the intermediate program are not associated with an edge. Instead, they are associated with a node that has multiple out-edges. The direction of edges in the figure is from top to bottom unless explicitly indicated.

One of the important issues is the preservation of the property of concern. This meta-property derives from the coherence of the semantics of the temporal logic, source language and intermediate language. The result is given in detail in an earlier paper [28].

5 Annotation Language

The annotation language is a quantifier-free predicate logic extended with equality, uninterpreted function symbols, simple arithmetic and pointer dereference. The syntax is listed in Figure 3. Symbol $c$ is for constants; $v$ is for variables. Variables in the annotation language represent values in registers and memory. Symbol $\&$ takes the address of its operand. A Boolean program assignment assigns to a Boolean variable $b$ a `choose` expression, which is evaluated to true if the first argument is true, or false if the second argument is true, or * (non-deterministic choice) when neither argument is true.

There are two forms of annotations. A set of Boolean assignments annotates an intermediate program block compiled from a source statement. The second form of annotation associates a program location with a predicate, representing a program assertion. For
expressions: \[ E ::= c \mid v \mid f(E) \mid E_1 + E_2 \mid \&E \mid \cdots \]
predicate: \[ P ::= \text{true} \mid \neg P \mid P_1 \lor P_2 \mid \cdots \]
\[ \mid E_1 = E_2 \]
Boolean assignment \[ A ::= b = \text{schoose}(E_1, E_2) \]
Boolean assumption \[ ::= \text{assume}(P) \]

Fig. 3. Syntax of the Annotation Language

example, at the beginning of a block compiled from a C then clause of an if statement we may specify such an assertion. This assertion corresponds to an assume statement in a Boolean program. As we will see later, this form of annotation can be used to specify other forms of assertions.

The reason for having pointer dereference is to handle aliases. With the presence of pointers, the computation of a (sound) Boolean program from a C program is expensive because every possible alias condition needs to be addressed; the resulting Boolean program tends to be unnecessarily large. Boolean abstraction on C often adopts pointer analysis to remove impossible cases. For example, if we have an assignment \( x := 0 \) and predicate \( \ast p = 0 \), the assignment may make the predicate true. If alias analysis can guarantee that \( p \) and \( x \) are not related, then in computing of the Boolean program, we do not have to handle the predicate \( \ast p = 0 \). For the alias information to be trusted by a client, we need to put assertions at the beginning of the block, indicating \( \neg (\& x = p) \), indicating that at that program point, we know \( p \) is not pointing to \( x \). We will use the second form of the annotation mentioned above. Verification of such assertions is the same as verifying an assertion introduced by an assume statement.

6 Generating Verification Conditions

We send the compiled program, the predicate sets and the annotations to a client. It is the client’s responsibility to validate the annotations. The client will generate VCs and discharge them by calling a theorem prover. This is different than traditional PCC. A PCC system usually generates these VCs on the server side; a server will invoke a certifying theorem prover [19] to generate proofs for these VCs. The proofs will be attached to the mobile program as part of the certificate. A client will verify the proof to discharge the VCs. In ACCEPT/C, we choose not to generate and attach the proof for the VCs to minimize the certificate size. As shown in Section 7, the overhead of theorem prover calls in validating the Boolean program is typically small in practice.

The VCGen applies the semantics of the intermediate language to work out the VCs. Specifically, the intermediate language program defines a post operator post. For a block \( B \) annotated by assignments of the form \( b_v := \text{schoose}(e_1, e_2) \) in the Boolean program, we need to validate that \( e_1 \) and \( e_2 \) are the preconditions of the predicates \( b_v \) and \( \neg b_v \) represent (which we call \( e_v \) and \( \neg e_v \)). To do so, we compute the post conditions of \( e_1 \) and \( e_2 \) and check whether they imply \( e_v \) and \( \neg e_v \), respectively. Note we do not have to verify that \( e_1 \) or \( e_2 \) is a best approximation of the weakest precondition. Verifying
that they are preconditions will be enough. Formally, we generate a set of verification conditions of the form:

\[(\text{post}(c \land e_1, B) \Rightarrow e_v) \land (\text{post}(c \land e_2, B) \Rightarrow \neg e_v)\] (1)

where \(c\) is true if \(B\) has no location annotation, or \(P\) if the beginning of \(B\) is annotated by an assertion \((P)\).

Consider a block \(B\) which is a test and jump. This block must be compiled from an if statement in C. There must be an assertion specified at the target of the jump, which we call \(P_1\). If \(B_j\) is the instruction sequence that computes the test condition, we generate the verification condition: \(\text{post}(c, B_j) \land PC \Rightarrow P\), where \(c\) is as defined above and \(PC\) is the test condition. This VC verifies the encoded assume statement or any other assertions annotated at the beginning of the target. If there is an else branch, we also generate a VC to verify the assertion specified at the next block, if any.

Below, we show how to combine the principles above with the semantics of the intermediate language to generate verification conditions. We first present the semantics and then describe how to compute the post condition. In the two subsections below, we take a small portion of the intermediate language similar to the one used in ACCEPT/C to demonstrate our techniques.

### 6.1 Semantics of Intermediate Language

We present a simplified version of semantics of the intermediate language, which is running on an abstract machine. The abstract machine assumes a number \((n)\) of registers and unlimited memory. The machine state in this subsection is a pair \((\text{ic}, M)\), where \(\text{ic}\) is the instruction counter and \(M\) maps registers and variables to integers. For example, \(M(u)\) represents the \(i\)-th register and \(M(x)\) represents the value of \(x\). Let \(u\) range over registers and variables. We write \(M[u \mapsto v]\) for a mapping where \(M(u)\) is updated to \(v\). We assume that \(\text{ic}\) are integers and that \(J(l)\) returns the instruction at location \(l\).

We present a selected set of instructions. These instructions and their semantics are listed in Figure 4.

<table>
<thead>
<tr>
<th>Instruction</th>
<th>Next PC</th>
<th>Effect</th>
<th>Transition Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>add (r_a r_b r_i)</td>
<td>ic + 1</td>
<td>(M(i) := M(a) + M(b))</td>
<td></td>
</tr>
<tr>
<td>store (r_i var)</td>
<td>ic + 1</td>
<td>(M(var) := M(i))</td>
<td></td>
</tr>
<tr>
<td>jeq (l, r_i r_j)</td>
<td>ic + 1</td>
<td>(M(i) = M(j))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(l)</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Selected Semantic Rules

For example, an add instruction adds two operands and puts the result in the result location. A store instruction takes a register and a variable and stores the content of the register in the variable. A test and jump instruction jeq jumps to different program locations according to the test.
6.2 VCGen

Intuitively, generation of the verification conditions has two steps. First, we compute the post condition of a block of instructions. Then we compare the post condition with the annotations, generating a verification condition.

In Figure 5 we list selected rules for computing the post condition. A post condition is considered as an abstract machine state. The abstract machine state used in this subsection is defined by a formula in the same logic in which we write annotations. We use $\sigma$ for such an abstract state and $v_u$ for the value of $u$. For example, the rule for instruction \texttt{add} says, for an input abstract machine state $\sigma$, the next state is different from $\sigma$ in that the value of location $i$ is the sum. Expression $\sigma[v_i \mapsto v_x + v_y]$ can be defined as $(\exists v_i. \sigma) \land (v_i = v_x + v_y)$. The old value of $i$ is quantified. In practice this is computed by substituting $v_i$ with a fresh variable unless $v_i$ appears in the annotations\[27\].

The VCGen scans a block at a time. When the end of the block is reached, we will test to see whether the annotations specified for the block hold. Using (1), we generate verification conditions that validate the annotated Boolean assignments. We rename the variables if necessary because some variables in (1) are from the starting abstract state and some are from the resulting abstract state. As a convention, a register or variable subscripted with an “r” refers to the value from the final abstract state.

For example, the instruction sequence for a C statement \texttt{nPacket++} is:

\begin{verbatim}
load $r_0$ nPacket; add $r_0$ $r_0$ 1; store $r_0$ nPacket
\end{verbatim}

The Boolean program of concern is var3 := schoose(0, var3). In the logic, the Boolean statement is encoded as var3 $\Rightarrow \neg$var3, where var3 is nPacket = nPacketOld. This encoded annotation reads, “if nPacket = nPacketOld in the starting abstract state, then nPacket = nPacketOld is not true in the final abstract state”. The VCGen process can be intuitively interpreted as: From an initial state $\sigma$ where nPacket = nPacketOld, we compute the post state of the instruction sequence, which will be described as formulas: $r_{0r} = nPacket + 1; nPacket_{r} = r_{0r}$. This formula is tested to see if it implies

\[(nPacket = nPacketOld \Rightarrow \neg nPacket_{r} = nPacketOld_{r})\]

Results from our earlier work [29] prove that these steps validate the encoded Boolean program.

We also generate VCs to validate assertions. Specifically, meta-operation test $\text{inv}$ generates an implication between the current abstract state we have computed and the assertion $\text{inv}$ to be verified, handling necessary substitution. Meta function $I$ maps a location to the assertions specified at that location, or true if none is specified. Also, because the result of pointer analysis is encoded as state assertions in the same logic, the verification conditions generated will verify these data flow facts as well. For example, for instruction \texttt{jeq}, we add the test condition to the current abstract state to verify the assertions specified at the transition target; we add the negation of the test condition to the abstract state to verify the assertions specified at the next program location.
Instruction | InputState | NextState | VC
--- | --- | --- | ---
add | $\sigma$ | $\sigma[v_i \mapsto v_x + v_y]$ | test $I(pc + 1)$
store $r_i$ x | $\sigma$ | $\sigma[v_x \mapsto v_i]$ | test $I(pc + 1)$
iaload $r_i$ r_j r_k | $\sigma$ | $\sigma[v_i \mapsto *(v_j + v_k)]$ | test $I(pc + 1)$
jeq $r_i$ r_j | $\sigma$ | $\sigma \wedge (v_i = v_j)$ | test $I(l)$
 | $\sigma \wedge \neg(v_i = v_j)$ | test $I(pc + 1)$

Fig. 5. Post Condition Computation and VC Generation

7 Experience

To test the feasibility of ACC, we have constructed the ACC Evaluation Prototype Toolkit for C (ACCEPT/C). The initial goals for ACCEPT/C, besides as a prototype implementation of a certifying compiler, are to support critical measurements to determine the feasibility of the ACC approach. These measurements include the computational resources required to generate, validate and model check a certificate. Ultimately, we expect to develop a full ACC implementation based on ACCEPT/C.

ACCEPT/C builds directly on the BLAST implementation from Berkeley, which incorporates the CIL infrastructure for C language programs. BLAST directly gives a mechanism to compile C to a CFA and to apply lazy abstraction to find a set of predicates suitable for model checking properties of C programs. We have modified this portion to measure model validation time.

ACCEPT/C extends BLAST with the ability to recover a Boolean Program from the CFA and the predicate set used in BLAST’s lazy abstraction. This capability allows ACCEPT/C to generate models that can be checked by other model checking tools. In particular, we have implemented an interface to Moped [22].

ACCEPT/C also extends BLAST with a compilation mechanism to build annotated intermediate representations. This capability is still being tested. In earlier work we developed this capability for a simple while language. The ACCEPT/W framework was a more complete implementation of ACC. However, it was impractical to demonstrate engineering significance without a broadly adopted source language.

7.1 Case Studies

The first case study we report is based on a small collection of device drivers. These include a set of NT device drivers adopted by the BLAST group and a set of Linux drivers we collected independently. For each driver we report the size of the preprocessed device driver, the size of the Boolean program calculated by ACCEPT/C, the size of the certificate calculated by BLAST, an estimate of the model validation time based on theorem proving time used by BLAST in the lazy abstraction phase, and the model checking time in Moped. Some representative results are summarized in Figure 6.

The results so far are encouraging. Model checking time is surprisingly low. It is substantially less than the estimated model validation time. While it is difficult to con-
clude anything from this amount of data, we suspect that the low model checking times has something to do with the simplicity of the domain and the safety properties studied.

<table>
<thead>
<tr>
<th>Program</th>
<th>Program Size</th>
<th>Cert. Size</th>
<th>BLAST Cert. Size</th>
<th>Model Validation Time</th>
<th>Verif. Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux atp.c</td>
<td>2482</td>
<td>1212</td>
<td>8737</td>
<td>0.1 s</td>
<td>0.08 s</td>
</tr>
<tr>
<td>Linux ide.c</td>
<td>48 K</td>
<td>876</td>
<td>12452</td>
<td>0.1 s</td>
<td>0.10 s</td>
</tr>
<tr>
<td>Linux audio.c</td>
<td>175K</td>
<td>15410</td>
<td>502K</td>
<td>0.2 s</td>
<td>0.20 s</td>
</tr>
<tr>
<td>NT cdaudio.c</td>
<td>456K</td>
<td>55K</td>
<td>233M</td>
<td>0.5 s</td>
<td>0.15 s</td>
</tr>
<tr>
<td>NT floppy.c</td>
<td>440K</td>
<td>51K</td>
<td>33M</td>
<td>0.9 s</td>
<td>0.05 s</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison between ACCEPT/C and BLAST

The second case study is also taken from the BLAST examples. It is based on a single program, an ssh server implementation. This example allows us to explore one of the initial motivations for considering the use of models as certificates: in principle one model may be able to certify multiple properties. (Ultimately we would like to validate a property that was unknown at the time the model was created, perhaps due to API evolution.)

The BLAST test bed identifies 13 separate properties to be verified. The BLAST lazy abstraction algorithm discovers 17 predicates to establish these properties. We constructed Boolean programs to verify the properties individually and collectively. The results show many predicates are useful to most of the properties. Figure 7 presents a histogram that graphs the number of properties in which each predicate participated. Over half of the properties used more than eight predicates in common.

With ACCEPT/C we calculated a single Boolean Program that can be used to certify all 13 properties. This collective certificate of the 13 properties is only 25% larger than the largest certificate necessary to verify a single property. This suggests that ACC may be useful for building certificates that can support validation of multiple properties.

8 Conclusion

Abstraction-carrying code provides a framework for the certification of properties of engineering significance about programs in an untrusted environment. Experience with the ACCEPT/C toolkit shows ACC certificates are reasonably compact and that the generation, validation, and re-verification of certificates is tractable.

When compared with Temporal PCC, ACC may require more client side computation but generates significantly more compact certificates. ACC also requires a larger trust base than most PCC variants. An ACC client must trust a model checker and an automatic theorem proving tool capable of establishing the fidelity of the certificate.

---

1 The BLAST test bed formulates 16 properties, but we are able to produce the results for 13 of the cases.
Future work includes the completion of the C-based ACC implementation. The most significant outstanding task is to implement client side support for the annotated intermediate language. In our preliminary investigation of ACC we have completed this task for a Java virtual machine variant. We expect the same techniques to apply.

We believe that, in general, certificates based on communicating an abstract model of a system will be more robust in use than proof based certificates. In the future a client will formulate properties based on the current versions of software found on the client system. The server will not need to have anticipated the exact configuration to provide a model that may be sufficient to validate the component. With proof based certificates such flexibility is not possible. Ultimately we expect the robustness of certificates to be a more important issue than the size of the trust base.
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Verifying Atomicity Specifications for Concurrent Object-Oriented Software Using Model-Checking*
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Abstract. In recent work, Flanagan and Qadeer proposed atomicity declarations as a light-weight mechanism for specifying non-interference properties in concurrent programming languages such as Java, and they provided a type and effect system to verify atomicity properties. While verification of atomicity specifications via a static type system has several advantages (scalability, compositional checking), we show that verification via model-checking also has several advantages (fewer unchecked annotations, greater coverage of Java idioms, stronger verification). In particular, we show that by adapting the Bogor model-checker, we naturally address several properties that are difficult to check with a static type system.

1 Introduction

Reasoning about possible interleavings of instructions in concurrent object-oriented languages such as Java is difficult, and a variety of approaches including model checking [2,4], static and dynamic [18] analyses and type systems [7] for race condition detection, and theorem-proving techniques based on Hoare-style logics [9] have been proposed for detecting errors due to unanticipated thread interleavings.

In recent work, Flanagan and Qadeer [10] noted that developers of concurrent programs often craft methods using various locking mechanisms with the goal of building method implementations that can be viewed as atomic in the sense that any interleaving of atomic method m’s instructions should give the same result as executing m’s instruction without any interleavings (i.e., in a single atomic step). They provide an annotation language for specifying the atomicity of methods, and a verification tool based on a type and effect system for verifying the correctness of a Java program annotated with atomicity specifications.

We believe that the atomicity system of Flanagan and Qadeer represents a very useful specification mechanism, in that it checks a light-weight and semantically simple property (e.g., as opposed to more expressive temporal specifications

* This work was supported in part by the U.S. Army Research Office (DAAD190110564), by DARPA/IXO’s PCES program (AFRL Contract F33615-00-C-3044), by NSF (CCR-0306607) by Lockheed Martin, and by Intel Corporation.
** Manhattan KS, 66506, USA. {hatcliff,robbystein,dwyer}@cis.ksu.edu
that are harder to write) that can reveal a variety of programming errors associated with improper synchronization. For example, a common Java programming error is to assume that if a method is synchronized, then it is free from interference errors. However, Flanagan and Qadeer illustrate that this is not the case [10, p. 345] using the java.util.StringBuffer example of Figure 1(a). After append calls the method sb.length (which is also synchronized), a second thread could remove characters from sb. Thus, length becomes stale and no longer reflects the current length of sb, and so getChars is called with invalid arguments and throws a StringIndexOutOfBoundsException.

Inspired by the utility of the atomicity specifications, we investigated the extent to which these specifications could be checked effectively using model-checking. Clearly, checking via a type system can provide several advantages over model-checking: the type system approach is compositional – classes can be checked in isolation, a closing environment or test-harness need not be created, and computational complexity is lower which leads to better scalability.

Our efforts, which we report on in this paper, indicate that there are also several benefits in checking atomicity specifications using model checking when one employs a sophisticated software-dedicated model-checking engine such as Bogor [16] – an extensible software model checker that we have built as the core of the next generation of the Bandera tool set. Bogor provides state-of-the-art support for model-checking concurrent object-oriented languages including heap symmetry reductions, garbage collection, partial order reduction (POR) strategies based on static and dynamic (i.e., carried out during model-checking) escape analyses and locking disciplines, and sophisticated state compression algorithms that exploit object state sharing. Checking atomicity specifications with Bogor offers the following benefits.

- Due to the approximate and compositional nature of the type system, several forms of annotations are required for sufficient accuracy such as preconditions for each method stating which locks must be held upon entry to the method and declarations for each lock-protected object that indicates the lock that must be held when accessing that object. Much of this information can be derived automatically during Bogor’s state-space exploration.
- The type system cannot handle some complex locking idioms since its static nature requires that objects and methods be statically associated with locks.
via annotations. Bogor’s partial order reductions strategies were developed specifically to accommodate these more complex idioms – therefore Bogor can verify many methods that rely on more complex locking schemes for atomicity.

- The type system as presented in [10] requires several forms of unchecked annotations or assumptions about objects shared between threads, and Flanagan and Qadeer note that static escape analysis could be used to partially eliminate the need for these. In our previous work on using escape analysis to enable partial order reductions [5], we concluded that the dynamic escape analysis as implemented in Bogor performs dramatically better than static escape analysis for reasoning about potential interference in state-space exploration. Thus, Bogor provides a very effective solution for the unchecked annotations using previously implemented mechanisms.

- The type system [10] actually fails to enforce a key condition of Lipton’s reduction framework, and thus will verify as atomic some methods whose interleaving can lead to deadlock. Bogor’s atomicity verification (based on the ample set partial order reduction framework which provides reductions that preserve LTL-\(\neg X\) properties as well as deadlock conditions) correctly identifies methods that violates this condition, and thus avoids classifying these interfering methods as atomic.

Finally, Bogor’s aggressive state-space optimizations enable atomicity checking without significant overhead; for most of the examples reported on in [10], for example, Bogor was able to complete the checks in under one second.

We do not conclude that the model-checking approach is necessarily better than the type system approach to checking atomicities. As noted earlier, a type system approach to checking has several advantages over the model-checking approach.

- The type system approach, though conservative, naturally guarantees complete coverage of all behaviors of a software unit. In contrast, model-checking a software unit requires a test harness that simulates interactions that the unit might have with a larger program context. During model-checking, the behaviors that are explored are exactly those generated by the test harness. It is usually difficult to guarantee that the test harness will drive the unit through all behaviors represented by any client context, and thus some behaviors that lead to atomicity violations may be missed if the test harness is not carefully constructed. Thus, checking atomicity specifications via model-checking is typically closer to debugging than the systematic guarantees offered by the type system approach. However, it is important to note that for complex programs unchecked type annotations are often required, consequently the type system will not cover the behavior that it assumes from the annotations.

- The type system approach scales better. In addition, by its very nature, the type system approach is compositional, which allows program units to easily be checked in isolation. This enables incremental and modular checking of atomicity specifications.
We also do not conclude that all model checkers can effectively check atomicity specifications – using conventional model-checkers that do not provide direct support for heap-allocated data would be more difficult since information concerning locking or object-sharing is not directly represented.

Our conclusion is that type systems and model-checking are complementary approaches for checking the atomicity specification of Flanagan and Qadeer [10]. Moreover, in model-checkers such as Bogor and JPF that provide direct support for objects, checking for atomicity specifications should be included because such specifications are useful, and model-checking provides an effective verification mechanism for these specifications.

The rest of this paper is organized as follows. Section 2 provides a brief overview of Lipton’s reduction theory, the atomicity type/effects system of Flanagan and Qadeer, and Bogor’s enhancement of the ample set POR framework. Section 3 describes how Bogor’s state-space exploration algorithm is augmented to check atomicity specifications. Section 4 presents experimental results drawn from the basic Java library examples used by Flanagan and Qadeer [10] as well as larger examples used in our previous work on partial order reductions [5]. Section 5 discusses related work, and Section 6 concludes.

2 Background

A state transition system [3] \( \Sigma \) is a quadruple \((S, T, S_0, L)\) with a set of states \( S \), a set of transitions \( T \) such that for each \( \alpha \in T, \alpha \subseteq S \times S \), a set of initial states \( S_0 \), and a labeling function \( L \) that maps a state \( s \) to a set of primitive propositions that are true at \( s \).

For the Java systems that we consider, each state \( s \) holds the stack frames for each thread (program counters and local variables for each stack frame), global variables (i.e., static class fields), and a representation of the heap. Intuitively, each \( \alpha \in T \) represents a statement or step (e.g., execution of a bytecode) that can be taken by a particular thread \( t \). In general, \( \alpha \) is defined on multiple “input states”, since the transition may be carried out, e.g., not only in a state \( s \) but also in another state \( s' \) that only differs from \( s \) in that it represents the result of another thread \( t' \) performing a transition on \( s \).

For a transition \( \alpha \in T \), we say that \( \alpha \) is enabled in a state \( s \) if there is a state \( s' \) such that \( \alpha(s, s') \) holds. Otherwise, \( \alpha \) is disabled in \( s \).

2.1 Lipton’s Reduction Theory

Lipton introduced the theory of left/right movers to aid in proving properties about concurrent programs [14]. The motivation is that proofs can be made simpler if one is allowed to assume that a particular sequence of statements is indivisible, i.e., that the statements cannot be interleaved with statements from other threads. In order to conclude that a program \( P \) with a particular sequence of statements \( S \) is equivalent to a reduced program \( P/S \) where the statements \( S \) are executed in one indivisible transition, Lipton proposed the notion of commuting transitions in which particular program statements are
identified as left movers or right movers. Intuitively, a transition \( \alpha \) is a right (left) mover if whenever it is followed (preceded) by any other transition \( \beta \) of a different thread, then \( \alpha \) and \( \beta \) can be swapped without changing the resulting state. Concretely, Lipton established that a lock acquire (e.g., such as those at the beginning of a Java synchronized block \( b \)) is a right mover, and the lock release at the end of \( b \) is a left mover. Any read or write to a variable/field that is properly protected by a lock is both a left and right mover.

To illustrate the application of these ideas, we repeat the example given in [10]. Consider a method \( m \) that acquires a lock, reads a variable \( x \) protected by that lock, updates \( x \), and then releases the lock. Suppose that the transitions of this method are interleaved with transitions \( E_1 \), \( E_2 \), and \( E_3 \) of other threads. Because the actions of the method \( m \) are movers (\( \text{acq} \) and \( \text{rel} \) are left and right movers, respectively, and the lock-protected assignment to \( x \) is both a left and right mover). Figure 2 implies that there exists an equivalent execution where the operations of \( m \) are not interleaved with operations of other threads. Thus, it is safe to reason about the method as executing in a single atomic step.

Although the original presentation of Lipton is rather informal, he does identify the property that is preserved when programs are reduced according to his theory: the set of final states of a program \( P \) equals the set of final states of the reduced program \( P/S \); in particular \( P \) halts iff \( P/S \) halts. To achieve this property, Lipton imposes two restrictions on a set of statements \( S \) that are grouped together to form atomic statements [14, p. 719]. Restriction (R1) states that “if \( S \) is ever entered then it should be possible to eventually exit \( S \)”; Restriction (R2) states that “the effect of statements in \( S \) when together and separated must be the same.” (R1) represents a fairly strong liveness requirement that can be violated if, e.g., \( S \) contributes to a deadlock or livelock, or fails to complete because it performs a Java \textit{wait} and is never notified. (R2) is essentially stating an independence property for \( S \): any interleavings between the statements of \( S \) do not effect the final store it produces.

### 2.2 Type and Effect System for Checking Atomicity

The type system of Flanagan and Qadeer assigns an atomicity \( a \) to each expression of a program where \( a \) is one of the following values: \texttt{const} (the same value is always returned each time the expression is evaluated), \texttt{mover} (the expression both left and right commutes with operations of other threads), \texttt{atomic} (the expression can be viewed as a single atomic action), and \texttt{compound} (none of the previous properties hold).

To classify a field access with a \texttt{mover} atomicity, the type system needs to know that the field is protected by a lock. The type system requires the
following program annotations to be attached to fields and methods to express this information.

- **field guarded_by l**: the lock represented by the lock expression l must be held whenever the field is read or written.
- **field write_guarded_by l**: the lock represented by the lock expression l must be held for writes, but not necessarily for reads.
- **method requires l₁, ⋯, lₙ**: a method precondition that requires locks represented by lock expressions l₁, ⋯, lₙ to be held upon method entry; the type system verifies that these locks are held at each call-site of the method, and uses this assumption when checking the method body.

If neither guarded statement is present, the field can be read or written at any time (such accesses are classified as **atomic** since these correspond to a single JVM bytecode).

For soundness, the type system requires that each lock expression denote a fixed lock through the execution of the program. This is guaranteed in a conservative manner by ensuring that each lock expression has atomicity **const**; such expressions include references to immutable variables, accesses to final fields of **const** expressions, and calls to **const** methods. In particular, note that the **this** identifier of Java which refers to the receiver of the current method is **const**, and many classes in Java are synchronized by locking the receiver object.

The type system contains rules for composing statement atomicities which we do not repeat here, but we simply note that the pattern of statement atomicities required for an atomic method takes the form given by the regular expression mover*atomic*mover* (i.e., 0 or more movers followed by 0 or 1 atomic statements followed by 0 or more movers).

When considering the effectiveness of the type system for enforcing the restrictions (R1) and (R2) laid out by Lipton, there are several interesting things to note. There is no attempt by the type system to enforce the first condition (R1). This allows the method of Figure 1(b) to be assigned an **atomic** atomicity even though interleaving of its instructions can cause a deadlock when it is used in a context where a thread t₁ calls it with objects o₁, o₂ as the parameters and a thread t₂ calls it with objects o₂, o₁ as parameters. Indeed, it is difficult to imagine any type system or static analysis enforcing the condition (R1) without being very conservative (perhaps prohibitively so) or without resorting to various forms of unchecked annotations.

In many cases, the type system enforces (R2) in a very conservative way. It does not incorporate escape information which would allow accesses to fields of an object o that are not lock-protected but where o is only reachable from a single thread to be classified as **mover** rather than **atomic**. In addition, the restriction on lock expressions in annotations that only allows references from constant fields, means that more complex locking strategies are difficult to handle effectively in the type system.

### 2.3 Partial-Order Reductions for OO Languages

Lipton’s theory for commuting transitions differs slightly from the conditions for commuting transitions used in most POR frameworks. For example, Lipton defines a transition α as a right-mover if it right commutes with all other
transitions $\beta$ from other threads. Commutativity properties in POR frameworks are often captured by a symmetric independence relation $I$ on transitions such that $I(\alpha, \beta)$ implies (a) if $\alpha, \beta \in enabled(s)$ then $\alpha \in enabled(\beta(s))$, and (b) if $\alpha, \beta \in enabled(s)$ then $\alpha(\beta(s)) = \beta(\alpha(s))$. The two notions of commutativity differ in the following ways. A right mover must right-commute with all transitions from other threads, while the independence relation allows a transition to commute with only some other transitions. In addition, the commutativity definitions in the Lipton theory are asymmetric whereas, the independence relation $I$ is required to be symmetric. This fact, along with the condition (a) on $I$ implies that a transition $\alpha$ that is a lock acquire cannot be independent of another transition $\beta$ that acquires the same lock because $\alpha$ can disable $\beta$ by acquiring the lock. However, the conditions of Lipton allow an acquire to be a right mover (see [14, p. 719] for details).

In recent work [5], we described a partial order reduction framework for model-checking concurrent object-oriented languages that we have implemented in Bogor. This framework is based on the ample set approach of Peled [15] and detects independent transitions using locking information as inspired by the work of Stoller [19], reachability properties of the heap, and dynamic escape analysis. Independent transitions detected in our framework include accesses to fields that are always lock-protected or read-only, accesses to fields of objects that are only reachable through lock-protected objects, and accesses to thread-local objects, i.e., objects that are only reachable from a single thread at a given state $s$, etc. Because Bogor maintains an explicit representation of the heap, it is quite easy and efficient to check the heap properties necessary to detect the independence situations listed above. Independence properties for thread-local (non-escaping) objects are detected automatically by scanning the heap. Independence associated for read-only fields require a read-only annotation on a field, and a simple lock-protected annotation on a field that is protected by a lock (both of these annotations are checked for violations during model-checking). Note that our locking annotation is simpler than the annotation of Flanagan and Qadeer in that one does not need to give a static expression indicating the guarding lock. Dynamically scanning the heap during model checking allows independence to be detected in a variety of settings, e.g., when the lock protecting an object changes during program execution or that locking is not required in states where the object associated with the field is thread-local.

Figure 3 presents the depth-first search state-exploration algorithm that incorporates the ample set partial order reduction strategy [3, p. 143]. Space constraints do not allow a detailed explanation, but the intuition of the approach

\begin{verbatim}
1 seen := \{s_0\}
2 pushStack(s_0)
3 DFS(s_0)
4 workSet := ample(s)
5 while workSet $\neq$ $\emptyset$ do
6    let $\alpha \in$ workSet
7    workSet := workSet \ {\alpha}
8    $s'$ := $\alpha(s)$
9    if $s'$ $\not\in$ seen then
10       seen := seen $\cup$ \{s'$\}
11       pushStack(s')
12       DFS(s')
13       popStack()
end DFS
\end{verbatim

**Fig. 3.** Depth-first search with partial order reduction (DFS-POR)
is a follows. At each state $s$ with outgoing enabled transitions $\text{enabled}(s) = \{\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_m\}$, $\text{ample}(s)$ returns a subset $\{\alpha_1, \ldots, \alpha_n\}$ to expand. The selection of $\text{ample}(s)$ is constrained in such a way as to guarantee that the reduced system explored by Figure 3 satisfies the same set of $\text{LTL}_X$ formulas as the unreduced system (in which all enabled transitions from each state are expanded). Following [3, p. 158], our strategy for choosing $\text{ample}(s)$ is to find a thread $t$ such that all of its transitions at $s$ are independent of transitions from all other threads at $s$, and return that set $\text{enabled}(s, t)$ as the value of $\text{ample}(s)$ (technically, a few other conditions must be satisfied to preserve $\text{LTL}_X$ properties). If such a thread $t$ cannot be found, $\text{ample}(s)$ is set to $\text{enabled}(s)$. We refer the reader to [5] for details.

3 Model-Checking Atomicity Specifications

We have presented two frameworks for describing commuting transitions: the Lipton mover framework, and the independence framework used in POR. We now describe how atomicity specifications can be checked by augmenting Figure 3 to classify transitions according to each of these frameworks. In effect, this yields two approaches for checking atomicity specifications using model checking: $\text{MC-mover}$ which will classify transitions according to Lipton’s framework and $\text{MC-ind}$ which classifies transitions according to the independence framework. During our presentation, we will compare these approaches and contrast them with the $\text{Type-System}$ checking approach of Flanagan and Qadeer.

In our atomicity checker, a method $m$ or block of code can be annotated as $\text{compound}$ (the default specification which every method trivially satisfies), $\text{atomic}$, or $\text{mover}$. Intuitively, a $\text{mover}$ method is a special case of an $\text{atomic}$ where all transitions are both left and right movers according to $\text{MC-mover}$ or all independent according to $\text{MC-ind}$. For simplicity, we will only describe checking $\text{atomic}$ methods since it is obvious that checking the patterns for $\text{mover}$ will only require very minor changes.

In $\text{MC-ind}$, transitions can be classified uniquely as independent (I) or dependent (D) in Bogor by leveraging locking and heap structure information. In $\text{MC-mover}$, transitions can be classified as left-mover (L), right-mover (R), or atomic (A), and we allow a single transition to have both L and R classifications.

For an $\text{atomic}$ method $m$, the goal of $\text{MC-ind}$ checking is to guarantee that the transitions of $m$ follow the pattern $I^\ast D^\ast I^\ast$ every time method $m$ is encountered during the state-space search. For each thread $t$, the checker uses an internal $\text{region position}$ variable held in the state-vector with values $(N, I, D)$ to mark where $t$’s program counter (pc) is positioned with respect to the required transition pattern. $N$ indicates $t$’s pc is not in a block annotated as atomic, $I$ indicates $t$’s pc is in an atomic block, but has not yet executed a D transition, and $D$ indicates $t$’s pc is in an atomic block, and has already executed a D transition. Checking using $\text{MC-mover}$ looks for the pattern $R^\ast A^\ast L^\ast$ with region position values $(N, R, L)$ where $R$ indicates that $t$’s pc is in an atomic block but has not yet executed an A or L transition, and $L$ indicates $t$ has executed an A (i.e., $t$’s pc is moving into or through the L region of the pattern).
\[\begin{align*}
2.1 & \quad M_{\text{ind}} := [] \\
2.2 & \quad R^\circ := \emptyset \\
2.3 & \quad R^\times_{\text{ind}} := \emptyset \\
& \quad \ldots \\
3.1 & \quad \text{foreach } \rho^\circ \in R^\circ \text{ do } \\
3.2 & \quad \text{signal } \rho^\circ \text{ is definitely not atomic } \\
3.3 & \quad \text{foreach } \rho^\times \in R^\times_{\text{ind}} \text{ do } \\
3.4 & \quad \text{signal } \rho^\times \text{ is possibly not atomic } \\
& \quad \ldots \\
4.1 & \quad \text{checkAtomicDeadlock}(s, \text{workSet}) \\
6.1 & \quad t := \text{thread}(a) \\
6.2 & \quad \sigma_{\text{ind}} := \text{getRegionPosition}(t, M_{\text{ind}}) \\
& \quad \ldots \\
8.1 & \quad \text{updateIndAtomic}(s, s', \alpha) \\
& \quad \ldots \\
13.1 & \quad \text{else } \text{checkAtomicCycle}(s', t) \\
13.2 & \quad M_{\text{ind}} := M_{\text{ind}}[t \mapsto \sigma_{\text{ind}}] \\
& \quad \ldots \\
36 & \quad \text{if } \text{inStack}(s) \text{ then } \\
37 & \quad \text{if } \text{region}_{\text{atom}}(s, t) \neq \emptyset \text{ then } \\
38 & \quad R^\circ := R^\circ \cup \text{region}_{\text{atom}}(s, t) \\
& \quad \text{end checkAtomicCycle} \\
& \quad \text{updateIndAtomic}(s, s', \alpha) \\
39 & \quad t := \text{thread}(a) \\
40 & \quad \sigma := \text{getRegionPosition}(t, M_{\text{ind}}) \\
41 & \quad \text{if } \text{region}_{\text{atom}}(s, t) = \emptyset \text{ then } \\
42 & \quad \text{if } \sigma \neq N \text{ then } \\
43 & \quad M_{\text{ind}} := M_{\text{ind}}[t \mapsto N] \\
44 & \quad \text{else isWait}(a) \text{ then } \\
45 & \quad R^\circ := R^\circ \cup \text{region}_{\text{atom}}(s', t) \\
46 & \quad \text{else } \sigma = N \text{ then } \\
47 & \quad M_{\text{ind}} := M_{\text{ind}}[t \mapsto \emptyset] \\
48 & \quad \text{else if } \sigma = t \land \neg \text{isIndependent}(s, \alpha) \text{ then } \\
49 & \quad M_{\text{ind}} := M_{\text{ind}}[t \mapsto D] \\
50 & \quad \text{else } \sigma = D \land \neg \text{isIndependent}(s, \alpha) \text{ then } \\
51 & \quad R^\times_{\text{ind}} := R^\times_{\text{ind}} \cup \text{region}_{\text{atom}}(s', t) \\
& \quad \text{end updateIndAtomic} \\
52 & \quad \text{checkAtomicDeadlock}(s, \text{workSet}) \\
53 & \quad \text{if } \text{workSet} = \emptyset \text{ then } \\
54 & \quad \text{foreach } t \in \text{threads}(s) \text{ do } \\
55 & \quad \text{if } \text{region}_{\text{atom}}(s, t) \neq \emptyset \text{ then } \\
56 & \quad R^\circ := R^\circ \cup \text{region}_{\text{atom}}(s, t) \\
57 & \quad \text{else } \emptyset \subseteq \text{threads}(s) \text{ then } \\
58 & \quad \text{circSync}(\emptyset) \text{ then } \\
59 & \quad \text{if } \emptyset \notin \text{region}_{\text{atom}}(s, t) \neq \emptyset \text{ then } \\
& \quad \text{end checkAtomicDeadlock} \\
\end{align*}\]

Fig. 4. Additions to DFS-POR for MC-ind

In addition to checking that \( m \) conforms to the required pattern of transitions, the checker will also flag as “unverified” any atomic or mover method where a thread that cannot eventually move past the end of that method. We have two approaches for implementing this. The first uses the standard approach of Spin [12] to detect invalid end-states (completions of execution where a thread has not moved past the end of an atomic method) as well as nested depth-first search to look for non-progress cycles (indicating live-locks). Nested depth-first search makes this approach more expensive, so we implemented a cheaper scheme that looks directly for cycles in a lock-holding graph and can catch many common cases.

Figure 4 presents the MC-ind algorithm. Due to space constraints, we have elided the parts of the algorithm (using \ldots) that do not change from the basic DFS algorithm presented in Figure 3. Line numbers \( x.y \) of Figure 4 are inserted after the line number \( x \) of Figure 3.

The input of the algorithms is a set of regions \( R_{\text{atom}} \) where each region represents a method or block of code that is annotated as atomic. In this presentation, we represent a region \( \rho \in R_{\text{atom}} \) as a non-empty finite sequence of transitions \([a_1, \ldots, a_n]\) drawn from the same thread. For simplicity, we assume that regions do not overlap with each other, and there are no loop edges across regions.\(^1\) Given a thread \( t \) and a state \( s \), we define the function \( \text{region}_{\text{atom}} \) to return a singleton set containing the region \( \rho \in R_{\text{atom}} \) if one of \( t \)'s transition at state \( s \) is in the sequence of \( \rho \). Otherwise, it returns the empty set.

\(^1\) Our actual implementation handles all of Java, and allows e.g., atomic methods to call other atomic methods, etc.
... 2.1 \( M_{\text{mov}} := [] \)
... 2.3 \( R_{\text{mov}}^x := \emptyset \)
... 3.3 foreach \( \rho^x \in R_{\text{mov}}^x \) do
... 6.2 \( \sigma_{\text{mov}} := \text{getRegionPosition}(t, M_{\text{mov}}) \)
... 8.1 \( \text{updateMovAtomic}(s, s', \alpha) \)
... 13.2 \( M_{\text{mov}} := M_{\text{mov}}[t \mapsto \sigma_{\text{mov}}] \)

updateMovAtomic(s, s', \alpha)
\( t := \text{thread}(\alpha) \)
\( \sigma := \text{getRegionPosition}(t, M_{\text{mov}}) \)
if \( \text{region}_{\text{atomic}}(s', t) = \emptyset \) then
if \( \sigma \neq N \) then
\( M_{\text{mov}} := M_{\text{mov}}[t \mapsto N] \)
\( \text{isWait}(\alpha) \) then
\( \mathcal{R}^\circ := \mathcal{R}^\circ \cup \text{region}_{\text{atomic}}(s', t) \)
\( \text{if } \sigma = N \text{ then} \)
\( \text{if } \sigma = L \text{ and } \neg \text{isLeftMover}(\alpha) \text{ then} \)
\( \text{updateMovAtomic} \)

Fig. 5. Additions to DFS-POR for MC-mover

Region positions are maintained using the position table \( M_{\text{ind}} \) (line 2.1) that maps each thread \( t \) to its position status \( \{N, I, D\} \). Given a thread \( t \) and a position table \( M \), we define the function \( \text{getRegionPosition} \) to return \( N \) if \( t \notin \text{dom}(M) \); otherwise, it returns \( M(t) \).

Note that transition classifications are necessarily conservative since the analysis must be safe, and so a method may actually be atomic, yet fail to be classified as such because of imprecision in the Bogor independence detection algorithm. Yet there are some cases where we can tell that there is definitely an atomicity violation (e.g., if a transition executes a wait lock operation, or a deadlock or cycle within the region is found). We wish to distinguish these cases when reporting to the user, and we use the set \( \mathcal{R}^\circ \subseteq \mathcal{R}_{\text{atomic}} \) to hold the regions that definitely violate their atomicity annotations (line 2.1), so we use the set \( \mathcal{R}_{\text{ind}}^x \subseteq \mathcal{R}_{\text{atomic}} \) to hold the regions that possibly violate their atomicity annotations as determined by transition classifications (lines 2.2-2.3).

The algorithm proceeds as follows (for liveness issues, we include an explanation of our less expensive checks, since the strategy using the nested depth-first search is well-documented [12]). Once the ample set is constructed for the current state (line 3), we check if there exists a thread such that it is in one of its atomic regions and it is in a (fully/partially) deadlock state (line 4.1 and lines 52–59). If a deadlock exists, then the atomic region cannot really be atomic (given a set of threads \( \theta \), we define the function \( \text{circSync} \) to return \( \text{True} \) if there is cycle in the lock-holding/acquiring relation for threads of \( \theta \)). Once a transition \( \alpha \) is selected from the work set, then we save the region position of the thread \( t \) that is executing \( \alpha \) (lines 6.1–6.2) so that we can restore the position marker when backtracking later on (line 13.2). After \( \alpha \) is executed, we update the region position of \( t \) (line 8.1). If the next state \( s' \) has been seen before, we check if \( s' \) is in the stack. If it is, then there is a cycle (non-terminating loop) in the state space. Thus, if \( t \) is in the same atomic region at state \( s' \), then that region definitely cannot be atomic (line 13.1 and lines 36–38).

The region position is updated as follows (\( \text{updateIndAtomic} \)). If \( t \) is not in one of its atomic regions at state \( s' \), and if \( t \)'s status at state \( s \) was other than \( N \), then the status is updated to \( N \) (lines 41–43). If \( \alpha \) is a wait transition, then the annotated atomic region where \( t \) is at state \( s' \) definitely cannot be atomic (line
44-45). If t’s status was N, then we can infer that t has just entered one of its atomic regions. Thus, the status is updated to I (lines 46-47). If t’s status was I and α is not an independent transition at state s, then t’s status is updated to D (lines 48-49). Lastly, if t’s status was D and α is not an independent transition, then we can infer that we have seen two non-independent transitions inside the atomic region. Thus, the required atomicity pattern has been violated (lines 50-51). The checking algorithm for MC-mover is similar and is presented in Figure 5.

Note that considering both styles of transition classification with MC-ind and MC-mover rather than some hybrid approach allows us to highlight the subtle differences between the frameworks. Also, using the approaches as they currently exist allows us to appeal to previous correctness results for both frameworks instead of proving the correctness of a combined approach. Taking MC-ind as an example, if the algorithm confirms that a method m is atomic with respect to a given test harness (i.e., environment that closes the system and provides the calls into the classes under analysis), then, for that particular test harness, we can conclude that m always completes, and previously established correctness results for our notion of independence [5] allow us to conclude that there is no interference with the statements of the methods.

3.1 Assessing MC-ind vs. MC-mover

Recall the StringBuffer example of Figure 1(a) which was not atomic because threads could interfere with the variable sb between a sequence of reads. Figure 6(a) attempts to solve this problem by locking the sb variable. With this modification, Type-System would verify that this method is atomic. However, in a manner similar to Figure 1(b), this method can cause a deadlock if append is called from two different threads with the receiver object and method parameter reversed in the calls. Using a test harness with two threads that call append with arguments in opposing orders, both MC-ind and MC-mover would detect that the method is non-atomic.

(a) “Corrected” StringBuffer (excerpts)

```java
public synchronized StringBuffer append(StringBuffer sb) {
    synchronized (sb) {
        if (sb == null) { sb = NULL; }
        int len = sb.length();
        int newcount = count + len;
        if (newcount > value.length)
            expandCapacity(newcount);
        sb.getChars(0,len,value,count);
        count = newcount;
        return this;
    }
}
```

(b) Replicated Workers (excerpts)

```java
public final synchronized Vector take() {
    Vector returnVal = new Vector(theCollection.size());
    for (int i = 0; i < theCollection.size(); i++) {
        returnVal.addElement(theCollection.take());
    }
    return returnVal;
}
```

Fig. 6. Java examples illustrating atomicity checking by invisibility vs. Lipton’s movers
public abstract class RWVSN {
    protected Vector waitingWriterMonitors = new Vector();
    
    protected synchronized void notifyWriter() {
        if (waitingWriterMonitors.size() > 0) {
            Object oldest = waitingWriterMonitors.firstElement();
            waitingWriterMonitors.removeElementAt(0);
            synchronized(oldest) {
                ++activeWriters;
            }
        }
    }}}}  

Fig. 7. A readers/writers example (excerpts)

Now consider Figure 6(b), which is taken from the replicated worker framework presented in [6]. In this method, there is a series of lock acquires/releases on the vectors referenced by theCollection and returnVal when the size() and take() methods are called. Thus, using the mover transition classification, the transitions have the form .R..L.R..L which means that neither Type-System nor MC-mover can confirm that this method is atomic. However, due to the way that the data structures are set up, the vector referenced by the theCollection field is always dominated by the receiver object’s lock (and thus protected by it). In addition, our dynamic escape analysis can detect that the returnVal local variable refers to an object that is thread-local at every point it is accessed during the method. Using our independence classification, the transitions (even the acquire/releases) have the form l⁺, and therefore MC-ind can verify that the method is indeed atomic.

Thus, there are some cases where MC-ind can detect atomicity but MC-mover cannot (in the case above, due to the fact that the dynamic escape analysis detects that the lock acquires are not actually needed to obtain non-interference for that method). Similarly, there are cases when MC-mover can detect atomicity but MC-ind cannot. This typically occurs when there is a method with nested lock acquire/release which has a pattern RR..L..LL in MC-mover but DD..II in MC-ind. Since both methods are conservative but safe with respect to the supplied test harness, even if only one method concludes that a method is atomic, then we can safely conclude that the method is atomic with respect to the supplied test harness. We take advantage of this in an alternate implementation that runs both methods simultaneously. Specifically, we weave line 2.1, 2.3, 4.3, 8.1, and 13.2 of Figure 4 and Figure 5 and replace line 3.3 as follows:

3.3 foreach p ∈ R⁺ ind ∩ R⁺ mov do

That is, only if both algorithms agree that a region is possibly not atomic do we report that it is possibly not atomic. As will be discussed in the experiment section, the combination of the algorithms is precise enough to determine the methods in Figure 6 are atomic.

The approach can be further improved by noting that methods that fail MC-mover due to patterns like ..acq l₁..rel l₁..acq l₂..rel l₂.. (i.e., R..L..R..L) often are still atomic because l₁ and l₂ are from objects o₁ and o₂ that are either thread-local or already dominated by (and thus protected by) another lock. Figure 7 presents a readers/writers example² that illustrates this case (note

² http://gee.cs.oswego.edu/dl/cpj/classes/RWVSN.java
the sequence of acquire/release pairs represented by the method calls on the `waitingWriterMonitors` and the synchronization on `oldest`). However, the read-only `waitingWriterMonitors` field points to a `Vector` object that is lock dominated (hence protected) by the receiver `RWVSN` object.

Based on this observation, we can modify the existing mover classification (in which an acquire `l` is never considered a left mover except when it actually represents a re-acquire of `l`) to take into account thread-locality and lock domination (protection) information accumulated by Bogor:

- In the right mover region of an atomic region, a left mover is now defined to be a lock release when the lock being released is non-thread-local or not protected by some locks held by the current executing thread.
- In the left mover region of an atomic region, a right mover is now defined to be a lock acquire when the lock being acquired is non-thread-local or not protected by some locks held by the current executing thread.

That is, we avoid changing the region position information when encountering lock acquires/releases that do not actually play a role in protecting an object. This change allows `MC-mover` to correctly identify the method of Figure 7 as atomic since the lock operations on `waitingWriterMonitors` do not change the region position (i.e., one has the pattern $R^+$ up to the point where the lock on `object` is released, and the remaining increment can be classified as L).

Note that `Type-System` cannot establish that this method is atomic because its rule for `synchronize l` does not recognize the fact that some other lock may already by protecting `l`, nor does it take into account thread-locality information.

### 4 Experimental Results

Figure 1 presents the results of running the examples that we have described previously on an Opteron 1.8 GHz (32-bit mode) with maximum heap of 1 Gb using the Java 2 Platform (we have also run almost all of the examples from [10] with results similar to what is shown above). In all runs, we used all reductions available in Bogor described in [5] with the addition of the read-only reduction [19] The (I), (L), (C), and (W) denote the MC-ind, MC-mover, the combination of MC-ind and MC-mover and and the combination that uses the modified definition of left/right movers presented at the end of the previous section. For each example, we give the number of threads and the locations or

<table>
<thead>
<tr>
<th>Example</th>
<th>Trans:</th>
<th>States</th>
<th>Time:</th>
<th>(I)</th>
<th>(L)</th>
<th>(C)</th>
<th>(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original String-buffer</td>
<td>383</td>
<td>9</td>
<td>.25</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Deadlock String-buffer</td>
<td>99</td>
<td>9</td>
<td>.13</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Readers Writers</td>
<td>173367</td>
<td>23</td>
<td>19</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>26</td>
</tr>
<tr>
<td>Replicated Workers</td>
<td>230894</td>
<td>38</td>
<td>63.88</td>
<td>38</td>
<td>38</td>
<td>39</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 1. Experiment Data
control points of the example that are executed. Furthermore, we give the number of transitions and states, and time (in seconds) needed to run each test case. The maximum memory consumption of the examples is 2.69 Mb memory, which is for the replicated workers example, and the minimum memory consumption is .8 Mb for the String-buffer example. For each example, check is the number of atomic methods that are verified, noise is the number of atomic methods that cannot be verified due to imprecision of the algorithm, and error is the number of specified atomic methods that definitely cannot be atomic.

For Original String-buffer, we correctly detect the atomicity violation of append as reported by [10], and for Deadlock String-buffer, we correctly detect the atomicity violation due to deadlock that is not detected by [10]. Note, however that this relied on constructing a test harness that happened to expose the deadlocking schedule. Note that the Readers/ Writers and the Replicated Workers example contains Java synchronized collection library such as the java.lang.Vector class that are also indirectly verified for atomicity via calls from the larger examples. In addition, we verify the notifyReaders, notifyWriter, afterRead, and afterWrite methods of the Readers Writers example as atomic as well as various methods for synchronization in the Replicated Workers.

The timing numbers indicate the model-checking approach is feasible for unit-testing. Fewer annotations are required – we do not require the pre-condition annotations of Type-System that indicate the locks that are held when a method is called, and although we do require annotations stating that fields are lock protected, our approach infers the protecting objects instead of having them stated directly. Flanagan and Qadeer note that they run all their experiments with an unchecked annotation that allows their checker to assume that an object does not escape its constructor. Such a property is automatically checked in Bogor’s dynamic escape analysis.

We have already noted that to apply our model-checking approach, the user must construct a test harness (environment) that generates appropriate coverage of the system’s execution paths. It is possible that the model-checking approach can fail to detect errors because the behavior of the environment is not sufficiently rich. Also note that the model-checking approaches will likely check a method m many times during the course of verification whereas the type system only needs to make one pass. Of course the benefit is an increase in the precision due to customization of reasoning to the invocation contexts.

5 Related Work

We have already made extensive comparisons with Flanagan and Qadeer’s type system [10], which inspired the work presented in this paper. Their type system is based on the earlier type system for detecting race conditions [7]. Flanagan and Freund developed Atomizer [8], a runtime verification tool to check atomicity specifications that uses a variant of the Eraser algorithm to detect the lock-sets that protect shared variables and thread-local variables similar to [5]. However, in their algorithm, shared variables cannot become unshared later on, and they also failed to enforce Lipton’s R1 condition. Wang and Stoller [21] also
developed a similar runtime tool for checking atomicity. One notable feature of their tool is that given a trace, the tool permutes the ordering of events to find atomicity violations. Both of these run-time checking approaches scale better than our model-checking approach because they do not store states and they do not consider every possible interleaving. Of course, this means that they are also more likely to fail to detect atomicity violations since many feasible paths are not examined.

Our previous work on partial order reductions [5] combined escape analysis with lock-based reduction strategies formalized earlier by Stoller [19] and implemented in JPF [2]. Stoller and Cohen have recently developed a theory of reductions using abstract algebra [20], and their framework addresses many of the issues related to independence and commutativity discussed here.

Other interesting efforts on software model-checking such as [1,11] have not considered many of the issues addressed here, since those projects have focused on automated abstraction of sequential C programs and have not included concurrency nor dynamically created objects.

Finally, model-checkers such as Spin [13] include the keyword atomic. However, this represents a directive to the model-checker to group transitions together without any interleaving rather than a specification to be verified against an implementation in which a developer has tried to achieve non-interference using synchronization mechanisms.

6 Conclusion

Flanagan and Qadeer have argued convincingly that atomicity specifications and associated verification mechanisms are useful in the context of concurrent programming. We believe that our work demonstrates that model-checking using state-of-the-art software model-checkers like Bogor provides an effective means of checking atomicity specifications. The key enabling factors are (1) Bogor’s partial order reduction strategies based on dynamically accumulated locking and object escape information that is more difficult to obtain in static type systems, and (2) model-checking that is more difficult to enforce in any type system without resorting to very conservative approximations. An extended version of this paper and more information about examples and experimental results can be found on the Bogor web site [17].
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1 Introduction

This paper describes experiences with software model checking after several years of using static analysis to find errors. We initially thought that the trade-off between the two was clear: static analysis was easy but would mainly find shallow bugs, while model checking would require more work but would be strictly better—it would find more errors, the errors would be deeper, and the approach would be more powerful. These expectations were often wrong.

This paper documents some of the lessons learned over the course of using software model checking for three years and three projects. The first two projects used both static analysis and model checking, while the third used only model checking, but sharply re-enforced the trade-offs we had previously observed.

The first project, described in Section 3, checked FLASH cache coherence protocol implementation code [1]. We first used static analysis to find violations of FLASH-specific rules (e.g., that messages are sent in such a way as to prevent deadlock) [2] and then, in follow-on work, applied model checking [3]. A startling result (for us) was that despite model checking’s power, it found far fewer errors than relatively shallow static analysis: eight bugs versus 34.

The second project, described in Section 4, checked three AODV network protocol [4] implementations. Here we first checked them with CMC [5], a model checker that directly checks C implementations. We then statically analyzed them. Model checking worked well, finding 42 errors (roughly 1 per 300 lines of code), about half of which involve protocol properties difficult to check statically. However, in the class of properties both methods could handle, static analysis found more errors than model checking. Also, it took much less effort: a couple of hours, while our model checking effort took approximately three weeks.

The final project, described in Section 5, used CMC on the Linux TCP network stack implementation. The most startling result here was just how difficult it is to model check real code that was not designed for it. It turned out to be easier to run the entire Linux Kernel along with the TCP implementation in CMC rather than cut TCP out of Linux and make a working test harness. We found 4 bugs in the Linux TCP implementation.

The main goal of this paper is to compare the merits of the two approaches for finding bugs in system software. In the properties that could be checked...
by both methods, static analysis is clearly more successful: it took less time to do the analysis and found more errors. The static analysis simply requires that the code be compiled, while model checking a system requires a carefully crafted environment model. Also, static analysis can cover all paths in the code in a straightforward manner. On the other hand, a model checker executes only those paths that are explicitly triggered by the environment model. A common misconception is that model checking does not suffer from false errors, while these errors typically inundate a static analysis result. In our experience, we found this not to be true. False execution paths in the model checker can be triggered by erroneous environments, leading to false errors. These errors can be difficult to trace and debug. Meanwhile, false errors in static analysis typically arise out of infeasible paths, which can be eliminated by simple analysis or even unsubstantial manual inspection.

The advantage of model checking is in its ability to check for a richer set of properties. Properties that require reasoning about the system execution are not amenable to static checking. Many protocol specific properties such as routing loops and protocol deadlocks fall in this category. A model checker excels in exploring intricate behaviors of the system and finding errors in corner cases that have not been accounted for by the designers and the implementors of the system. However, the importance of checking these properties should significantly over-weigh the additional effort required to model check a system.

While this paper describes drawbacks of software model checking compared to static analysis, it should not be taken as a jeremiad against the approach. We are very much in the “model checking camp” and intend to continue research in the area. One of the goals of this paper is to recount what surprised us when applying model checking to large real code bases. While more seasoned minds might not have made the same misjudgments, our discussions with other researchers have shown that our naivete was not entirely unreasonable.

2 The Methodologies

This paper is a set of case studies, rather than a broad study of static analysis and model checking. While this limits the universality of our conclusions, we believe the general trends we observe will hold, though the actual coefficients observed in practice will differ.

2.1 The Model Checking Approach

All of our case studies use traditional explicit state model checkers [6, 7]. We do no innovation in terms of the actual model checking engine, and so the challenges we face should roughly mirror those faced by others. We do believe our conclusions optimistically estimates the effort needed to model check code. A major drawback of most current model checking approaches is the need to manually write a specification of the checked system. Both of our approaches dispense with
this step. The first automatically extracts a slice of functionality that is translated to the model checking language, similar to the automatic extraction work done by prior work, notably Bandera [8] and Feaver [9]. Our second approach eliminates extraction entirely by directly model checking the implementation code. It is similar to Verisoft [10], which executes C programs and has been successfully used to check communication protocols [11] and Java PathFinder [12], which uses a modified Java virtual machine that can check concurrent Java programs.

2.2 The Static Analysis Approach

The general area of using static analysis for bug finding has become extremely active. Some of the more well-known static tools include include PREfix [13], ESP [14], ESC [15], MOPS [16] and SLAM [17], which combines aspects of both static analysis and model checking.

The static tool approach discussed in this paper is based on compiler extensions (“checkers”) that are dynamically linked into the compiler and applied flow-sensitively down a control-flow graph representation of source code [18]. Extensions can perform either intra- or inter-procedural analysis at the discretion of the checker writer. In practice, this approach has been effective, finding hundreds to thousands of errors in Linux, BSD, and various commercial systems.

While we make claims about “static analysis” in general, this paper focuses on our own static analysis approach (“metacompilation” or MC), since it is the one we have personal experience. The approach has several idiosyncratic features compared to other static approaches that should be kept in mind. In particular, these features generally reduce the work needed to find bugs as compared to other static analysis techniques.

First, our approach is unsound. Code with errors can pass silently through a checker. Our goal has been to find the maximum number of bugs with the minimum number of false positives. In particular, when checkers cannot determine a needed fact they do not emit a warning. In contrast, a sound approach must conservatively emit error reports whenever it cannot prove an error cannot occur. Thus, unsoundness lets us check effectively properties that done soundly would overwhelm the user with false positives.

Second, we use relatively shallow analysis as compared to a simulation-based approach such as in PREfix [13]. Except for a mild amount of path-sensitive analysis to prune infeasible paths [19], we do not: model the heap, track most variable values, or do sophisticated alias analysis. A heavier reliance on simulation would increase the work of using the tool, since these often require having to build accurate, working models of the environment and of missing code. In a sense simulation pushes static analysis closer to model checking, and hence shares some of its weaknesses as well as strengths.

---

1 Our approach has found errors in code checked by PREfix for the same properties, so the depth of checking is not entirely one-sided.
Third, our approach tries to avoid the need for annotations, in part by using statistical analysis to infer checkable properties [20]. The need for annotations would dramatically increase the effort necessary to use the tool.

3 Case Study: FLASH

This section describes our experience checking FLASH cache coherence protocol code using both static analysis and model checking [1]. The FLASH multiprocessor implements cache coherence in software. While this gives flexibility it places a serious burden on the programmer. The code runs on each cache miss, so it must be egregiously optimized. At the same time a single bug in the controller can deadlock or livelock the entire machine.

We checked five FLASH protocols with static analysis and four with model checking. Protocols ranged from 10K to 18K lines and have long control flow paths. The average path was 73 to 183 lines of code, with a maximum of roughly 400 lines. Intra-procedural paths that span 10-20 conditionals are not uncommon. For our purposes, this code is representative of the low-level code used on a variety of embedded systems: highly optimized, difficult to read, and difficult to get correct. For the purpose of finding errors, FLASH was a hard test: by the time we checked it had already undergone over five years of testing under simulation, on a real machine, and one protocol had even been model checked using a manually constructed model [21].

3.1 Checking FLASH with Static Analysis

While FLASH code was difficult to reason about, it had the nice property that many of the rules it had to obey mapped clearly to source code and thus were readily checked with static analysis. The following rule is a representative example. In the FLASH code, incoming message buffers are read using the macro MISCBUS_READ_DB. All reads must be preceded by a call to the macro WAIT_FOR_DB_FULL to synchronize the buffer contents. To increase parallelism, WAIT_FOR_DB_FULL is only called along paths that require access to the buffer contents, and it is called as late as possible along these paths. This rule can be checked statically by traversing all program paths until we either (1) hit a call to WAIT_FOR_DB_FULL (at which point we stop following that path) or (2) hit a call to MISCBUS_READ_DB (at which point we emit an error). In general the static checkers roughly follow a similar pattern: they match on specific source constructs and use a extensible state machine framework to ensure that the matched constructs occur (or do not occur) in specific orders or contexts.

Table 1 gives a representative listing of the FLASH rules we checked. Since the primary job of a FLASH node is to receive and respond to cache requests, most rules involve correct message handling. The most common errors were not deallocating message buffers (9 errors) and mis-specifying the length of a message (18 errors). The other rules were not easier, but generally had less locations where they had to be obeyed. There were 33 errors in total and 28 false positives. We
Table 1. Representative FLASH rules the number of lines of code for a MC rule checker (LOC), the number of bugs the checker found (Bugs) as well as the number of false positives (FP). We have elided other less useful checkers; in total, they found one more bug at a cost of about 30 false positives.

<table>
<thead>
<tr>
<th>Rule</th>
<th>LOC</th>
<th>Bugs</th>
<th>False</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAIT_FOR_DB_FULL must come before MISCBUS_READ_DB</td>
<td>12</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>The has_data parameter for message sends must match the specified message length (be one of LEN_NODATA, LEN_WORD, or LEN_CACHELINE). Message buffers must be: allocated before use, deallocated after, and not used after deallocation. Message handlers can only send on pre-specified “lanes.”</td>
<td>29</td>
<td>18</td>
<td>2</td>
</tr>
<tr>
<td>94</td>
<td>9</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>220</td>
<td>9</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>355</td>
<td>33</td>
<td>28</td>
</tr>
</tbody>
</table>

obtained these numbers three years ago. Using our current system would have reduced the false positive rate, since most were due to simple infeasible paths that it can eliminate. (The severity of the errors made the given rate perfectly acceptable.)

3.2 Model Checking FLASH

While static analysis worked well on code-visible rules, it has difficulty with properties that were not visible in the source code, but rather implied by it, such as invariants over data structures or values produced by code operations. For example, that the sharing list for a dirty cache line is empty or that the count of sharing nodes equaled the number of caches a line was in. On the other hand, these sort of properties and FLASH structure in general are well-suited to model checking.

Unfortunately, the known hard problem with using model checking on real code is the need to write a specification (a “model”) that describes what the software does. For example, it took a graduate student several months to build hand-written, heavily-simplified model of a single FLASH protocol [21]. Our model checking approach finessed this problem by using static analysis to automatically extract models from source code. We started the project after noticing the close correspondence between a hand-written specification of FLASH [21]) with the implementation code itself. FLASH code made heavy use of stylized macros and naming conventions. These “latent specifications” [20] made it relatively easy to pick out the code relevant to various important operations (message sends, interactions with the I/O subsystem, etc) and then automatically translate them to a checkable model.

Model checking with our system involves the following four steps. First, the user provides a metal extension that when run by our extensible compiler marks specific source constructs, such as all message buffer manipulations or sends. These extensions are essentially abstraction functions. Second, the system then
automatically extracts a backward slice of the marked code, as well as its dependencies. Third, the system translates the sliced code to a \( \text{Mur} \varphi \) model. Fourth, the \( \text{Mur} \varphi \) model checker checks the generated model along with a hand-written environment model.

Table 2 lists a representative subset of the rules we checked that static analysis would have had difficulty with. Surprisingly, there were relatively few errors in these properties as compared to the more shallow properties checked with static analysis.

### Table 2. Description of a representative subset of invariants checked in four FLASH protocols using model checking. Checking these with static analysis would be difficult.

<table>
<thead>
<tr>
<th>Invariants</th>
</tr>
</thead>
<tbody>
<tr>
<td>The \texttt{RealPtrs} counter does not overflow (\texttt{RealPtrs} maintains the number of sharers). Only a single master copy of each cache line exists (basic coherence). A node can never put itself on the sharing list (sharing list is only for remote nodes). No outstanding requests on cache lines that are already in \textit{Exclusive} state. Nodes do not send network messages to themselves. Nodes never overflow their network queues. Nodes never overflow their software queues (queue used to suspend handlers). The protocol never tries to invalidate an exclusive line. Protocol can only put data into the processor’s cache in response to a request.</td>
</tr>
</tbody>
</table>

### 3.3 Myth: Model Checking Will Find More Bugs

The general perception within the bug-finding community is that since model checking is “deeper” than static analysis then if you take the time to model check code, you will find more errors. We have not found this to be true, either in this case study or in the next one. For FLASH, static analysis found roughly four times as many bugs as model checking, despite the fact that we spent more time on the model checking effort. Further, this differential was after we aggressively tried to increase bug counts. We were highly motivated to do so since we had already published a paper that found 34 bugs [2]; publishing a follow-on paper for a technique that required more work and found fewer was worrisome. In the end, only two of the eight bugs found with model checking had been missed by static analysis. Both were counter overflows that were deeper in the sense that it required a deep execution trace to find them. While they could potentially have been found with static analysis, doing so would have required a special-case checker.

The main underlying reason for the lower bug counts is simple: model checking requires running code, static analysis just requires you compile it. Model checking requires a working model of the environment. Environments are often messy and hard to specify. The formal model will simplify it. There were five
main simplifications that caused the model checker to miss FLASH bugs found with static analysis:

1. We did not model cache line data, though we did model the state that cache lines were in, and the actual messages that were sent. This omission both simplified the model and shrank the state space. The main implication in terms of finding errors was that there was nothing in the model to ensure that the data buffers used to send and receive cache lines were allocated, deleted or synchronized correctly. As a result, model checking missed 13 errors: all nine buffer allocation errors and all four buffer race conditions.

2. We did not model the FLASH I/O subsystem, primarily because it was so intricate. This caused the model checker to miss some of the message-length errors found by the static checker.

3. We did not model uncached reads or writes. The node controllers support reads and writes that explicitly bypass the cache, going directly to memory. These were used by rare paths in the operating system. Because these paths were rare it appears that testing left a relatively larger number of errors on them as compared to more common paths. These errors were found with static analysis but missed by the model checker because of this model simplification.

4. We did not model message “lanes.” To prevent deadlock, the real FLASH machine divides the network into a number of virtual networks (“lanes”). Each different message type has an associated lane it should use. For simplicity, our model assumed no such restrictions. As a result, we missed the two deadlock errors found with static analysis.

5. FLASH code has many dual code paths — one used to support simulation, the other used when running on the actual FLASH hardware. Errors in the simulation code were not detected since we only checked code that would actually run on the hardware.

Taking a broader view, the main source of false negatives is not incomplete models, but the need to create a model at all. This cost must be paid for each new checked system and, given finite resources, it can preclude checking new code or limit checking to just code or properties whose environment can be specified with a minimum of fuss. A good example for FLASH is that time limitations caused us to skip checking the “sc1” protocol, thereby missing five buffer management errors (three serious, two minor) found with static analysis.

### 3.4 Summary

Static analysis works well at checking properties that clearly map to source code constructs. Model checking can similarly leverage this feature to automatically extract models from source code.

As this case study shows, many abstract rules can be checked by small, simple static checkers. Further, the approach was effective enough to find errors in code that was (1) not written for verification and (2) had been heavily-tested for over five years.
After using both approaches, static analysis had two important advantages over model checking. First, in sharp contrast to the thorough, working code understanding demanded by model checking, static analysis allowed us to understand little of FLASH before we could check it, mainly how to compile it and a few sentences describing rules. Second, static analysis checks all paths in all code that you can compile. Model checking only checks code you can run; and of this code, only of paths you execute. This fact hurt its bug counts in the next case study as well.

4 Case Study: AODV

This section describes our experiences finding bugs in the AODV routing protocol implementation using both model checking and static analysis. We first describe CMC, the custom model checker we built, give an overview of AODV, and then compare the bugs found (and not found) by both approaches.

4.1 CMC Overview

While automatically slicing out a model for FLASH was far superior to hand constructing one, the approach had two problems. First, it required that the user have a intimate knowledge of the system, so that they could effectively select and automatically mark stand-alone subparts of it. Second, Murϕ, like most modeling languages lacks many C constructs such as pointers, dynamic allocation, and bit operations. These omissions make general translation difficult.

We countered these problems by building CMC, a model checker that checks programs written in C [5]. CMC was motivated by the observation that there is no fundamental reason model checkers must use a weak input language. As it executes the implementation code directly, it removes the need to provide an abstract model, tremendously reducing the effort required to model check a system. As the implementation captures all the behaviors of the system, CMC is no longer restricted to behaviors that can be represented in conventional modeling languages. CMC is an explicit state model checker that works more or less like Murϕ though it lacks many of Murϕ’s more advanced optimizations. As CMC checks a full implementation rather than an abstraction of it, it must handle much larger states and state spaces. It counters the state explosion problem by using aggressive approximate reduction techniques such as hashcompaction [22] and various heuristics [5] to slice unnecessary detail from the state.

4.2 AODV Overview

AODV (Ad-hoc On-demand Distance Vector) protocol [4] is a loop-free routing protocol for ad-hoc networks. It is designed to handle mobile nodes and a “best effort” network that can lose, duplicate and corrupt packets.

AODV guarantees that the network is always free of routing loops. If an error in the specification or implementation causes a routing loop to appear in
Assertion Type Examples

<table>
<thead>
<tr>
<th>Generic</th>
<th>Segmentation violations, memory leaks, dangling pointers.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Routing Loop</td>
<td>The routing tables of all nodes do not form a routing loop.</td>
</tr>
<tr>
<td>Routing Table</td>
<td>At most one routing table entry per destination. No route to self in the AODV-UU implementation. The hop count of the route to self is 0, if present. The hop count is either infinity or less than the number of nodes in the network.</td>
</tr>
<tr>
<td>Message Field</td>
<td>All reserved fields are set to 0. The hop count in the packet can not be infinity.</td>
</tr>
</tbody>
</table>

Table 3. Properties checked in AODV.

Table 4. Lines of implementation code vs. CMC modeling code.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Checked Code</th>
<th>Correctness Specification</th>
<th>Environment network stubs</th>
<th>State Canonicalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>mad-hoc</td>
<td>3336</td>
<td>301</td>
<td>400</td>
<td>100</td>
</tr>
<tr>
<td>Kernel AODV</td>
<td>4508</td>
<td>301</td>
<td>400</td>
<td>266</td>
</tr>
<tr>
<td>AODV-UU</td>
<td>5286</td>
<td>332</td>
<td>400</td>
<td>128</td>
</tr>
</tbody>
</table>

the network, the protocol has no mechanism to detect or recover from them, allowing the loop to persist forever, completely breaking the protocol. Thus, it is crucial to comprehensively test both the AODV protocol specification and any AODV implementation for loop freeness as thoroughly as possible.

AODV is relatively easy to model check. Its environmental model is greatly simplified by the fact that the only input it deals with are user requests for a route to a destination. This can be easily modeled as a nondeterministic input that is enabled in all states. Apart from this, an AODV node responds to two events, a timer interrupt and a packet received from other AODV nodes in the network. Both are straightforward to model.

4.3 Model Checking AODV with CMC

We used CMC to check three publicly-available AODV implementations: mad-hoc (Version 1.0) [23], Kernel AODV (Version 1.5) [24], and AODV-UU (Version 0.5) [25]. While it is not clear how well these implementations are tested, they have been used in different testbeds and network simulation environments [26]. On average, the implementations contain 6000 lines of code.

For each implementation, the model consists of a core set of unmodified files. This model executes along with an environment which consists of a network model and simplified implementations (or “stubs”) for the implementation functions not included in the model. Table 4 describes the model and environment for these implementations. All three models reuse the same network model.
Table 5. Number of bugs of each type in the three implementations of AODV. The figures in parenthesis show the number of bugs that are instances of the same bug in the mad-hoc implementation.

<table>
<thead>
<tr>
<th></th>
<th>mad-hoc</th>
<th>Kernel AODV</th>
<th>AODV-UU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mishandling malloc failures</td>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Memory Leaks</td>
<td>5</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Use after free</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Invalid Routing Table Entry</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Unexpected Message</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Generating Invalid Packets</td>
<td>3</td>
<td>2 (2)</td>
<td>2</td>
</tr>
<tr>
<td>Program Assertion Failures</td>
<td>1</td>
<td>1 (1)</td>
<td>1</td>
</tr>
<tr>
<td>Routing Loops</td>
<td>2</td>
<td>3 (2)</td>
<td>2 (1)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>18</td>
<td>16 (5)</td>
<td>8 (1)</td>
</tr>
</tbody>
</table>

| LOC per bug          | 185     | 285         | 661     |

Table 6. Comparing static analysis (MC) and CMC. Note that for the MC results we only ran a set of generic memory and pointer checkers rather than writing AODV-specific checkers. Generating the MC results took about two hours, rather than the weeks required for AODV.

<table>
<thead>
<tr>
<th></th>
<th>Bugs Found</th>
<th>CMC &amp; MC</th>
<th>CMC alone</th>
<th>MC alone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic</td>
<td>Mishandling malloc failures</td>
<td>11</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Properties</td>
<td>Memory Leaks</td>
<td>8</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Use after free</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Protocol Specific</td>
<td>Invalid Routing Table Entry</td>
<td>-</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Unexpected Message</td>
<td>-</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Generating Invalid Packets</td>
<td>-</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Program Assertion Failures</td>
<td>-</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Routing Loops</td>
<td>-</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>21</td>
<td>21</td>
<td>13</td>
</tr>
</tbody>
</table>

As CMC was being developed during this case study, it is difficult to gauge the time spent in building these models as opposed to building the model checker itself. As a rough estimation, it took us two weeks to build the first, mad-hoc model. Building subsequent models was easier, and it took us one more week to build both these models.

Table 3 describes the assertions CMC checked in the AODV implementations. CMC automatically checks certain generic assertions such as segmentation violations. Additionally, the protocol model checks that routing tables are loop free at all instances and that each generated message and route inserted into the table obey various assertions. Table 4 gives the lines of code required to add these correctness properties.

CMC found a total of 42 errors. Of these, 35 are unique errors in the implementations and one is an error in the underlying AODV specification. Table 5
summarizes the set of bugs found. The Kernel AODV implementation has 5 bugs (shown in parentheses in the table) that are instances of the same bug in mad-hoc. The AODV specification bug causes a routing loop in all three implementations.

4.4 Static AODV Checking: More Paths + More Code = More Bugs

We also did a cursory check of the AODV implementations using a set of static analysis checkers that looked for generic errors such as memory leaks and invalid pointer accesses. The entire process of checking the three implementations and analyzing the output for errors took two hours. Static analysis found a total of 34 bugs.

Table 6 compares the bugs found by static analysis and CMC. It classifies the bugs found into two broad classes depending on the properties violated: generic and protocol specific. For generic errors, our results matched those in the FLASH case study: static analysis found many more bugs than model checking. Except for one, static analysis found all the bugs that CMC could find. As in our previous case study (§3.3), the fundamental reason for this difference is that static analysis can check all paths in all code that you can compile. In contrast, model checking can only check code triggered by the specific environment model. Of the 13 errors not found by CMC, 6 are in parts of the code that are either not included in the model or cut out during environment modeling. For instance, static analysis found two cases of mishandled malloc failures in multicast routing code. All our CMC models omitted this code.

Additionally, CMC missed errors because of subtle mistakes in its environment model. For example, the mad-hoc implementation uses the send_datagram function to send a packet and has a memory leak when the function fails. However, our environment erroneously modeled the send_datagram as always succeeding. CMC thus missed this memory leak. Such environmental errors caused CMC to miss 6 errors in total. Static analysis found one more more error in dead code that can never be executed by any CMC model.\footnote{Static analysis also found a null pointer violation in one of our environment models! We do not count this error.}

4.5 Where Model Checking Won: More Checks = More Bugs

In the class of protocol-specific errors, CMC found 21 errors while static analysis found none. While this was partly because we did not check protocol-specific properties, many of the errors would be difficult to find statically. We categorize the errors that were found my model checking but missed by static analysis into three classes and describe them below.

By executing code, a model checker can check for properties that are not easily visible to static inspection (and thus static analysis). Many protocol specific properties fall in this class. Properties such as deadlocks and routing loops
involve invariants of objects across multiple processes. Detecting such loops statically would require reasoning about the entire execution of the protocol, a difficult task. Also, present static analyzers have difficulty analyzing properties of heap objects. The error in Figure 1 is a good example. This error requires reasoning about the length of a linked list, similar to many heap invariants that static analyzers have difficulty with. Here, the code attempts to allocate `rerrhdr_msg.dst_cnt` temporary message buffers. It correctly checks for `malloc` failure and breaks out of the loop. However, it then calls `rec_rerr` which contains a loop that assumes that `rerrhdr_msg.dst_cnt` list entries were indeed allocated. Since the list has fewer entries than expected, the code will attempt to use a null pointer and get a segmentation fault.

```c
// aodv_deamon.c:aodv_recv_message
for(rerri=0; rerri<rerrhdr_msg.dst_cnt;rerri++) {
    // Step 1: break with < dst_cnt elements in rerrhdr_msg list.
    if (!(tp = malloc(...)))
        break;
    tp->next = rerrhdr_msg.unr_dst; // enqueue onto list.
    rerrhdr_msg.unr_dst = tp;
    ...
}
// Step 2: rec_rerr assumes dst_cnt elements in rerrhdr_msg
rec_rerr(&info_msg, &rerrhdr_msg);
... int rec_rerr(struct info *tmp_info, struct rerrhdr *rh) {
    ...
    // Step 3: iterates rh->dst_cnt times even if not that many elements
    for(i = 0, t = rh->unr_dst; i < rh->dst_cnt; i++, tp = tp->next) {
        // ERROR: tp can be null!
        tmp Rtentry = getentry(tp->unr_dst_ip);
    }

Fig. 1. The one memory error missed by static analysis: requires reasoning about values, and is a good example of where model checking can beat static analysis.

A second advantage model checking has is that it checks for actual errors, rather than having to reason about all the different ways the error could be caused. If it catches a particular error type it will do so no matter the cause of the error. For example, a model checker such as CMC that runs code directly will detect all null pointer dereferences, deadlocks, or any operation that causes a runtime exception since the code will crash or lock up. Importantly, it will detect them without having to understand and anticipate all the ways that these errors could arise. In contrast, static analysis cannot do such end-to-end-checks, but must instead look for specific ways of causing a given error. Errors caused by actions that the checker does not know about or cannot analyze will not be flagged. and so minimize false positives by looking for errors only in specific analyzable contexts.
A good example is the error CMC found in the AODV specification, shown in Figure 2. This error arises because the specification elides a check on the sequence number of a received packet. Here, the node receives a packet with a stale route with an old sequence number. The code (and the specification) erroneously updates the sequence number of the current route without checking if the route in the packet is valid. This results in a routing loop. Once the cause of the routing loop is known, it is possible (and easy) to statically ensure that all sequence number updates to the routing table from any received packets involve a validity check. However, there are only a few places where such specialized checks can be applied, making it hard to recoup the cost of writing the checker. Moreover, exhaustively enumerating all different causes for a routing loop is not possible. On the other hand, a model checker can check for actual errors without the need for reasoning about their causes.

In a more general sense, model checking’s end-to-end checks mean it can give guarantees much closer to total correctness than static analysis can. No one would be at all surprised if code that passed all realistic static checks immediately crashed when actually run. On the other hand, given a good environment model and input sequences, it is much more likely that model checked code actually works when used. Because model checking can verify the code was actually totally correct on the executions that it tested, then if state reduction techniques allow these executions to cover much of the initial portion of the search space, it will be difficult for an implementation to efficiently get into new, untested areas. At risk of being too optimistic this suggests that even with a residual of bugs in the model checked implementation it will be so hard to trigger them that they are effectively not there.

```c
// madhoc:rerr.c:rec_rerr
// recv_rt: route we just received from network.
// cur_rt: current route entry for same IP address.
cur_rt = getentry(recv_rt->dst_ip);
if(cur_rt != NULL && ...) {
    // Bug: updates sequence number without checking that
    // received packet newer than route table entry!
    cur_rt->dst_seq = recv_rt->dst_seq;
}
```

Fig. 2. The AODV specification error. A common pattern: this bug could have been caught with static analysis, but there were so few places to check that it would be difficult to recover the overhead of building checker.

A final model checking advantage was that there were true bugs that both methods would catch, but because they “could not happen” would be labeled as false positives when found with static analysis. In contrast, because model checking produces an execution trace to the bug, they would be correctly labeled. The best example was a case where an AODV node receives a “route response” packet in reply to a “route request” message it has sent. The code first looked
up the route for the reply packet’s IP address and then used this route table entry without checking for null. While a route table lookup can return null in general, this particular lookup “cannot be null,” since a node only sends route requests for valid route table entries. If this unchecked dereference was flagged with static analysis it would be labeled a false positive. However, if the node (1) sends this message, (2) reboots, and (3) receives the response the entry can be null. Because model checking gave the exact sequence of unlikely events the error was relatively clear.

4.6 Summary

The high bit for AODV: model checking hit more properties, but static hit more code; when they checked the same property static won. The latter was surprising since it implies that most bugs were shallow, requiring little analysis, perhaps because code difficult for the analysis to understand is similarly hard for programmers to understand. As with FLASH, the difference in time was significant: hours for static versus weeks for model checking.

One view of the trade-off between the approaches is that static analysis checks code well, but checks the implications of code relatively poorly. On the other hand, model checking checks implications relatively better, but because of its problems with abstraction and coverage, can be less effective checking the actual code itself.

These results suggest that while model checking can get good results on real systems code, in order to justify their significant additional effort they must target properties not checkable statically.

5 Case Study: TCP

This section describes our efforts in model checking the Linux TCP implementation. We decided to check TCP after the relative success of AODV since it was the hardest code we could think of in terms of finding bugs. There were several sources of difficulty. First, the version we checked (from Linux 2.4.19) is roughly ten times larger than AODV code (50K lines versus 6K). Second, it is mature, often frequently audited code. Third, since almost all Linux sites constantly use TCP, it is one of the the heaviest-tested pieces of open source code around.

We had expected TCP would require only modest more effort than AODV. As Section 5.1 describes below, this expectation was wildly naive. Further, as Section 5.2 shows, it is a very different matter to get code to run at all and getting it to run so that you can comprehensively test it.

5.1 The Environment Problem: Lots of Time, Lots of False Positives

The system to be model checked is typically present in a larger execution context. For instance, the Linux TCP implementation is present in the Linux kernel, and closely interacts with other kernel modules. Before model checking, it is
necessary to extract the relevant portions of the system to be model checked and create an appropriate environment that allows the extracted system to run stand alone. This environment should contain stubs for all external functions that the system depends on. With an implementation-level model checker like CMC, this process is very similar to building a harness for unit testing. However, building a comprehensive environment model for a large and complex system can be difficult. This difficulty is known to an extent in the model checking literature, but is typically underplayed.

Extracting code amounts to deciding for each external function that the system calls, whether the function should be included in the checked code base, or to instead create a stub for the function and include the stub in the environment model. The advantages of including the function in the checked code are (1) the model checker executes the function and thus can potentially find errors in it (2) there is no need to create the stub or to maintain the stub as the code evolves. However, including an external function in the system has two downsides: (1) this function can potentially increase the state space and (2) it can call additional functions for which stubs need to be provided.

Conventional wisdom dictates that one cut along the narrowest possible interface. The idea is that this requires emulating the fewest possible number of functions, while minimizing the state space. However, while on the surface this makes sense, it was an utter failure for TCP. And, as we discuss below, we expect it to cause similar problems for any complex system.

**Failure: building a kernel library.** Our first attempt to model check TCP did the obvious thing: we cut out the TCP code proper along with a few tightly coupled modules such as IP and then tried to make a “kernel library” that emulated all the functions this code called. Unfortunately, TCP’s comprehensive interaction with the rest of the kernel meant that despite repeated attempts and much agonizing we could only reduce this interface down to 150 functions, each of which we had to write a stub for.

We abandoned this effort after months of trying to get the stubs to work correctly. We mainly failed because TCP, like other large complex subsystems, has a large, complex, messy interface its host system. Writing a harness that perfectly replicates the exact semantics of this (often poorly documented) interface is difficult. In practice these stubs have a myriad of subtle corner-case mistakes. Since model checkers are tuned to find inconsistencies in corner cases, they will generate a steady stream of bugs, all false. To make matters worse, these false positives tend to be much harder to diagnose than those caused by static analysis. The latter typically require seconds or, rarely, several minutes to diagnose. In contrast, TCP’s complexity meant that we could spend days trying to determine if an error report was true or false. One such example: an apparent TCP storage leak of a socket structure was actually caused by an incorrect stub implementation of the Linux timer model. The TCP implementation uses a function `mod_timer()` to modify the expiration time of a previously queued timer. This function’s return value depends on whether the timer is pending when the
function is called. Our initial stub always returned the same value. This mistake confused the reference counting mechanism of the socket structures in an obscure way, causing a memory leak, which took a lot of manual examination to unravel.

It is conceivable that with more work we could have eventually replicated all 150 functions in the interface to perfection (at least until their semantics changed). However, we did not seem to be reaching a fixed point — in fact, each additional false positive seemed harder to diagnose. In the end, it was easier to do the next approach.

**Surprising success: run Linux in CMC.** While it seems intuitive that one should cut across the smallest interface point, it is also intuitive that one cut along well-defined and documented interfaces. It turns out that for TCP (and we expect for complex code in general) the latter is a better bet. It greatly simplifies the environment modeling. Additionally, it makes it less likely that these interfaces will change in future revisions, allowing the same environment model to be (re)used as the system implementation evolves. While the approach may force the model checker to deal with larger states and state spaces, the benefits of a clean environment model seem to outweigh the potential disadvantage.

It turns out that for TCP there are only two very well-defined interfaces: (1) the system call interface that defines the interaction between user processes and the kernel and (2) the “hardware abstraction layer” that defines the interaction between the kernel and the architecture. Cutting the code at this level means that we wind up pulling the entire kernel into the model! While initially this sounded daunting, in practice it turned out to not be that difficult to “port” the kernel to CMC by providing a suitable hardware abstraction layer. This ease was in part because we could reuse a lot of work from the User Mode Linux (UML) [27] project, which had to solve many of the same problems in its aim to run a working kernel as a user process.

In order to check the TCP implementation for protocol compliance, we wrote a TCP reference model based on the TCP RFC. CMC runs this alongside the implementation, providing it with the same inputs as to the implementation, and reports if their states are inconsistent as a protocol violation error.

### 5.2 The Coverage Problem: No Execute, No Bug

As with dynamic checking tools, model checking can only find errors on executed code paths. In practice it is actually quite difficult to exercise large amounts of code. This section measures how comprehensively we could check TCP.

We used two metrics to measure coverage. The first is line coverage of the implementation achieved during model checking. While the crudeness of this measure means it may not correspond to how well the system has been checked, it does effectively detect the parts that have not been tested. The second is “protocol coverage,” which corresponds to the abstract protocol behaviors tested by the model checker. We calculate protocol coverage as the line coverage achieved in the TCP reference model mentioned above. This roughly represents the degree to which the abstract protocol transitions have been explored.
Table 7. Coverage achieved during model refinement. The branching factor is a measure of the state space size.

<table>
<thead>
<tr>
<th>Description</th>
<th>Line Coverage</th>
<th>Protocol Coverage</th>
<th>Branching Factor</th>
<th>Bugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard server and client</td>
<td>47.4 %</td>
<td>64.7 %</td>
<td>2.91</td>
<td>2</td>
</tr>
<tr>
<td>+ simultaneous connect</td>
<td>51.0 %</td>
<td>66.7 %</td>
<td>3.67</td>
<td>0</td>
</tr>
<tr>
<td>+ partial close</td>
<td>52.7 %</td>
<td>79.5 %</td>
<td>3.89</td>
<td>2</td>
</tr>
<tr>
<td>+ message corruption</td>
<td>50.6 %</td>
<td>84.3 %</td>
<td>7.01</td>
<td>0</td>
</tr>
<tr>
<td>Combined Coverage</td>
<td>55.4 %</td>
<td>92.1 %</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We used the two metrics to detect where we should make model checking more comprehensive. Low coverage often helped in pointing out errors in our environment model. Table 7 gives the coverage achieved with each step in the model refinement process. We measured coverage cumulatively using three search techniques: breadth-first, depth-first, and random. In random search, each generated state is given a random priority. Table 7 also reports the branching factor of the state space as a measure of its size — lower branching factors are good, since they mean the state increases exponentially less each step in. For the first three models the branching factor is calculated from the number of states in the queue at depth 10 during a breadth first search. For the fourth model, CMC ran out of resources at depth 8, and the branching factor is calculated at this depth.

The first model consists of a single TCP client communicating with a single TCP server. Once the connection is established, the client and server exchange data in both directions before closing the connection. This standard model discovered two protocol compliance bugs in the TCP implementation. The second model adds multiple simultaneous connections, which are initiated nondeterministically. The third model lets either end of the connection nondeterministically decide to close it during data transfer. This improved coverage and resulted in the discovery of two more errors. Finally, much of the remaining untested functionality was code to handle bad packets, so we corrupted packets by nondeterministically toggling selected key control flags in the TCP packet. While these corrupted packets triggered a lot of recovery code they also resulted in an enormous increase in the state space. Tweaking the environment the right way to achieve a more effective search still remains an interesting but unsolved problem.

In the end we detected four errors in the Linux TCP implementation. All are instances where the implementation fails to meet the TCP specification. These errors are fairly complex and require an intricate sequence of events to trigger the error.
6 Conclusion

This paper has described trade-offs between both static analysis and model checking, as well as some of the surprises we encountered while applying model checking to large software systems. Neither static analysis nor model checking are at the stage where one dominates the other. Model checking gets more properties, but static analysis hit more code; when they checked the same property static analysis won.

The main advantages static analysis has over model checking: (1) gets all paths in all code that can compile, rather than just executed paths in code you can run, (2) only requires a shallow understanding of code, (3) applies in hours rather than weeks, (4) easily checks millions of lines of code, rather than tens of thousands, (5) can find thousands of errors rather than tens. The first question you ask with static analysis is “how big is the code?” Nicely, bigger is actually better, since it lets you amortize the fixed cost of setting up checking. Model checking’s first question is “what does the code do?” This is both because many program classes cannot be model checked and because doing so requires an intimate understanding of the code. Finally, given enough code we are surprised when static analysis gets no results, but less surprised if model checking does not (or if the attempt abandoned). Most of these are direct implications of the fact that model checking runs code and static analysis does not.

We believe static analysis will generally win in terms of finding as many bugs as possible. In this sense it is better, since less bugs gets users closer to the desired goal of the absence of bugs (“total correctness”). However, model checking has advantages that seem hard for static analysis to match: (1) it can check the implications of code, rather than just surface-visible properties, (2) it can do end-to-end checks (the routing table has no loops) rather than having to anticipate and craft checks for all ways that an error type can arise, (3) it gives much stronger correctness results — we would be surprised if code crashed after being model checked, whereas we are not surprised at all if it crashes after being statically checked.

A significant model checking drawback is the need to create a working, correct environment model. We had not realized just how difficult this would be for large code bases. In all cases it added weeks to months of effort compared to static analysis. Also, practicality forced omissions in model behavior, both deliberate and accidental. In both FLASH and AODV, unmodeled code (such as omitting the I/O system or multicast support) led to many false negatives. Finally, because the model must perfectly replicate real behavior, we had to fight with many (often quite-tricky-to-diagnose) false positives during development. In TCP this problem eventually forced us to resort to running the entire Linux kernel inside our model checker rather than creating a set of fake stubs to emulate TCP’s interface to it. This was not anticipated.

All three model checking case studies reinforced the following four lessons:

1. No model is as good as the implementation itself. Any modification, translation, approximation done is a potential for producing false positives, danger of checking far less system behaviors, and of course missing critical errors.
2. Any manual work required in the model checking process becomes immensely difficult as the scale of the system increases. In order to scale, model checker should require as little user input, annotations and guidance as possible.

3. If an unit-test framework is not available, then define the system boundary only along well-known, public interfaces.

4. Try to cover as much as possible: the more code you trigger, the more bugs you find, and more useful model checking is.
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Abstract. We present a generic framework for the automatic and modular inference of sound class invariants for class-based object oriented languages. The idea is to derive a sound class invariant as a conservative abstraction of the class semantics. In particular we show how a class invariant can be characterized as the solution of a set of equations extracted from the program source. Once a static analysis for the method bodies is supplied, a solution for the former equation system can be iteratively computed. Thus, the class invariant can be automatically inferred. Moreover, our framework is modular since it allows the derivation of class invariants without any hypothesis on the instantiation context and, in the case of subclassing, without accessing to the parent code.

1 Introduction

A class is correct or incorrect not by itself, but with respect to a specification. For instance, a specification can be the absence of runtime errors, such as null-pointers dereference or the absence of uncaught exceptions. More generally, a specification can be expressed in a suitable formal language. The software engineering community [14] proposes to annotate the source code with class invariants, method preconditions and postconditions in order to specify the desired behavior of the class. A class invariant is a property valid for each instance of the class, before and after the execution of any method, in any context. A method precondition is a property satisfied before the execution of the method and a postcondition is a property valid just after its execution.

The natural question with such an approach is: "Does the class respect its specification?". The traditional approach is to monitor the assertions, so that for instance the preconditions and the class invariant are checked before the execution of a method. Such an approach has many drawbacks. For example, it requires checking arbitrary complex assertions so that it may introduce a non-negligible slowdown at runtime. Moreover it is inherently not sound. In fact the code must be executed in order to test if an assertion is violated or not. However, program execution or testing can only cover finitely many test cases so that the global validity of the assertion cannot be proved. Therefore the need for formal methods arises.

The approach based on abstract interpretation consists in computing an approximation of the class semantics and then to check whether it satisfies the
specification. In particular if a sound class invariant, which is inferred from the program source, matches the specification then the class itself matches the specification (because of soundness). Therefore a static analyzer capable of inferring sound class invariants can be used as an effective verification tool [3]. Furthermore class invariants can be used to optimize the compiled-code, e.g. to drop superfluous exception handlers or synchronizations, and for code documentation.

An effective static analysis framework for object oriented languages must take into account three issues:

- the different instantiation contexts of a class \((context\)-modularity\);
- the presence in the class to be verified of references to classes whose code is not available \((has-a\)-modularity\);
- the specialization through inheritance of a class whose source code is not available \((is-a\)-modularity\).

Our Work. We present a generic framework for the automatic and modular inference of sound class invariants for class-based object oriented languages.

Our framework is highly generic: it is language independent and more important any abstract domain can be plugged in. As static analyses consider particular properties (e.g. pointer aliasing or linear relationships between variables) the choice of a particular analysis influences the property reflected by the so-inferred class invariant. And hence it influences the check of the program specification. For instance, if the specification is, in some formal language, “The class never raises the null-pointer exception” then we are likely to instantiate the framework with a pointer analysis, in order to show that the methods in the class never cause the throwing of such an exception.

The framework is fully \( context \)-modular, as a class can be analyzed aside from the context in which it is used. It is \( has-a \)-modular, because if a class \( C \) references a class \( H \) (e.g. \( C \) contains a variable of type \( H \) or a method of \( C \) calls a function of \( H \)) then the \( H \) invariant can replace the \( H \) source code. Furthermore it is \( is-a \)-modular because a subclass can be analyzed by just accessing the superclass invariant, and not its source code.

Related Work. Several static analyses have been developed for object oriented languages as e.g. [2] and some of them have modular features e.g. [4] in that they analyze a program fragment without requiring the full program to stay in memory. Nevertheless they are different from the present work in that none of them is able to discover class invariants, essentially because they do not take into account peculiarities of object oriented languages such as the state encapsulation.

Some other works can infer class invariants w.r.t. to a particular property [1, 17,8,9]. Our work is more general than these. For instance, we consider arbitrary properties, we do not require any human interaction (unlike [17,9]) and we deal with the problem of computing subclass invariants without seeing the parent’s code. Moreover, our approach is based on a conservative approximation of the class semantics so, unlike [8], it is sound.

In a previous work [12] we introduced a different approach for the analysis of object oriented languages, based on the use of symbolic relations and class-to-
class StackError extends Exception {}

class Stack {
    // Inv: 1 <= size, 0 <= pos <= size, size=stack.length
    protected int size, pos;
    protected Object[] stack;
    Stack(int size) {
        this.size = Math.max(size, 1); this.pos = 0;
        this.stack = new Object[this.size];
    }
    boolean isEmpty() { return (pos <= 0); }
    boolean isFull() { return (pos >= size); }
    Object top() throws StackError {
        if (!isEmpty())
            // 0 <= pos-1 < stack.length
            return stack[pos-1];
        else throw new StackError();
    }
    void push(Object o) throws StackError {
        if (!isFull()) {
            // 0 <= pos < size
            stack[pos++] = o;
        } else throw new StackError();
    }
    void pop() throws StackError {
        if (!isEmpty())
            pos--;
        else throw new StackError();
    }
}

Fig. 1. Java source for the Stack class.

class transformations. The main novelty of the present work is the handling of inheritance. In fact, we introduce a generic framework for the modular inference of class invariants, in which arbitrary abstract domains can be plugged-in. Then, we show how it can be used for inferring subclass invariants without accessing to the parent code. To the best of our knowledge the present paper is the first one to address the problem of is-a-modular analyses.

2 Examples

We will illustrate the results of this paper through the examples in Fig. 1 and Fig. 2. The first class, Stack, is the implementation of a stack parameterized by its size, specified at object creation time. It provides methods for pushing and popping elements as well as testing if the stack is empty or full. Moreover, as the internal representation of the stack is hidden a stack object can only be manipulated through its methods. The second class, StackWithUndo extends the first one by adding to the stack the capability of performing the undo of the last operation.
The comments in the figures are automatically derived when the framework presented in this paper is instantiated with the Octagon abstract domain [15]. In particular, for the Stack we have been able to discover the class invariant Inv without any hypothesis on the class instantiation context so the analysis is context-modular. The invariant Inv guarantees that the array stack is never accessed out of its boundaries. This implies that the out-of-bounds exception is never thrown (verification) so that the bounds checks at lines 20 and 26 can be omitted from the generated bytecode (optimization).

The class invariant for StackWithUndo, SubInv, states that the parent class invariant is still valid and moreover the field undoType cannot assume values outside the interval $[-1, 1]$. It implies that the method undo will never raise the exception StackErr. Once again this information can be used for verification (if a class never raises an exception Exc, then the exceptional behavior described by Exc is never shown) and for optimization (as the exception handling can be dropped). Finally it is worth noting that SubInv has been obtained without accessing to the parent code but just to its class invariant, thus in an is-a-modular fashion.

3 Syntax and Concrete Semantics

The concrete semantics describes the properties of the execution of programs. The goal of a static analysis is to provide an effective computable approximation of the concrete semantics [5]. Therefore, the first step for the design of a static analysis is the definition of the concrete semantics.

A class is a template for objects. It is provided by the programmer that specifies the fields, the methods and the class constructor. Then it can be abstractly modeled by a triple, as in the following definition:

**Definition 1.** A class $C$ is a triple $\langle F, \text{init}, M \rangle$ where $F$ is a set of distinct variables, init is the class constructor and $M$ is a set of function definitions.

It is worth noting that for the sake of generality in the previous definition we did not ask to have typed fields or methods. Moreover we assume that all the class fields are protected. This is just to simplify the exposition, and it does not cause any loss of generality; in fact any external access to a field $f$ can be simulated by a couple of methods $\text{set}_f$, $\text{get}_f$.

Given a class $C = \langle F, \text{init}, M \rangle$, every instance of $C$ has an internal state $\sigma \in \Sigma$ that is a function from fields to values, i.e. $\Sigma = [F \rightarrow D_{\text{val}}]$.

When a class is instantiated, for example of the new construct, the class constructor is called to set up the new object internal state. This can be modeled by a semantic function $\varrho[\text{init}] \in [D_{\text{in}} \rightarrow \varphi(\Sigma)]$, where $D_{\text{in}}$ is the semantic domain for the constructor input values (if any). We consider sets in order to model non-determinism, e.g. user input.

The semantics of a method $m$ is a function $m[m] \in [D_{\text{in}} \times \Sigma \rightarrow \varphi(D_{\text{out}} \times \Sigma)]$. Indeed a method is called with two parameters: the method actual parameters and the internal state of the object it belongs to. The output of a method is
class StackWithUndo extends Stack {
    // SubInv : Inv, -1 \leq undoType \leq 1,
    // if undoType == 1 then 0 < pos
    // else if undoType == 0 then 0 \leq pos \leq size
    // else if undoType == -1 then pos < size
    protected Object undoObject;
    protected int undoType;
    StackWithUndo(int x) {
        super(x);
        undoType = 0; undoObject = null;
    }
    void push(Object o) throws StackError {
        undoType = 1;
        super.push(o);
    }
    void pop() throws StackError {
        if(!isEmpty()) {
            undoType = -1;
            undoObject = stack[pos-1];
        }
        super.pop();
    }
    // StackError never thrown
    void undo() throws StackError {
        if(undoType == -1) {
            super.push(undoObject);
            undoType = 0;
        } else if (undoType == 1) {
            super.pop();
            undoType = 0;
        }
    }
}

Fig. 2. Stack class extension with undo capabilities.

a set of pairs (return value (if any), new object state). The set of the initial states is:

\[ S_0 = \{ \sigma \mid \exists v \in D_{in}. \sigma \in i[\text{init}](v) \}, \]

and the method collecting semantics \( M[m] \in [\wp(\Sigma) \rightarrow \wp(\Sigma)] \):

\[ M[m](S) = \{ \sigma' \in \Sigma \mid \exists \sigma \in S. \exists v \in D_{in}. \exists v' \in D_{out}. \langle v', \sigma' \rangle \in m[m]\langle v, \sigma \rangle \}. \]

Then the class reachable states, \( C[C] \), are given by the least solution, w.r.t. set inclusion, of the following recursive equation, where \( n \) is the number of methods of \( C \):

\[ S = S_0 \cup \bigcup_{i=1}^{n} M[m_i](S). \quad (1) \]

The former equation characterizes, according to the intuition, the set of states that are reachable before and after the execution of any method in any instance
of the class\(^1\). Thus it is a class invariant. However in general it is not computable so that we need to perform an abstraction in order to safely approximate \(c[C]\).

Two observations on the above-defined class concrete semantics. The first one is that the domains \(D_m, D_{\text{val}}\) and \(D_{\text{out}}\) are left as a parameter, so that e.g. they can be instantiated to handle multiple parameters or to model memory and hence objects aliasing. The second observation is that (1) abstracts away from the values returned by a method. This is sound as far as the returned values do not expose the object internal state. If this is not the case, then the context can arbitrarily access and modify an object internal state. Hence, as a class invariant must hold for all the class objects in all the instantiation contexts then the only sound invariant for the exposed part of the object state is that “it can take any value”. As a consequence, in such a case the problem of inferring a class invariant reduces to the use of an escape analysis [2] to determine which part of the object state is exposed to the context. In the rest of the paper we study the case in which the object state is encapsulated, so it can be modified only by the class methods.

4 Abstract Semantics

We use the abstract interpretation framework [5] in order to compute a safe upper-approximation of \(c[C]\). So, let \(\langle D^a, \sqsubseteq^a \rangle\) be an abstract domain approximating sets of states, i.e. it is linked to the concrete domain by a Galois connection:

\[
\langle \varphi(\Sigma), \subseteq \rangle \xleftarrow{\gamma} \langle D^a, \sqsubseteq^a \rangle.
\]

Moreover let us consider the abstract counterparts for the constructor and the method collecting semantics such that the initial states are approximated by the abstract counterpart of the constructor semantics, i.e. \(S_0 \subseteq \gamma(\text{[init]}^a)\) and the method semantics is soundly approximated by an abstract semantic function \(M[m_i]^a \in [D^a \rightarrow D^a]\) such that \(\forall d^a \in D^a: \alpha \circ M[m_i] \circ \gamma(d^a) \sqsubseteq^a M[m_i]^a(d^a)\). Then it is possible to state the following theorem, that gives a characterization of class invariants as solutions of a system of recursive equations on \(D^a\) that mimics (1):

**Theorem 1.** Let \(C = \langle F, \text{init}, \{m_1, \ldots, m_n\} \rangle\) be a class, \(D^a\) an abstract domain such that \(\langle \varphi(\Sigma), \subseteq, \sqcup \rangle \xleftarrow{\gamma} \langle D^a, \sqsubseteq^a, \sqcup^a \rangle\). Moreover, let \(\text{[init]}^a \in D^a\) such that \(S_0 \subseteq \gamma(\text{[init]}^a)\) and \(M[m_i]^a \in [D^a \rightarrow D^a]\) be an abstract semantic function such that \(\alpha \circ M[m_i] \circ \gamma \sqsubseteq^a M[m_i]^a\). Then \(I \in D^a\) solution of the following recursive equation:

\[
I = \text{[init]}^a \sqcup^a \bigcap_{i=1}^n M[m_i]^a(I)
\]

(2)

is such that \(c[C] \subseteq \gamma(I)\).

\(^1\) In general, the body of a method \(m_i\) may invoke a method \(m_j\) that belongs to the same class. However, as such a call is somehow private to the class at this point the class invariant is not required to hold [14].
The least solution of the above system of equations can be computed using the standard Tarski-Kleene iterations. However, in general the height of the domain $D^a$ is infinite. In such a case, a widening operator $\nabla^a \in [D^a \times D^a \rightarrow D^a]$ must be used to force the convergence of the iterations to a post-fixpoint [5].

The result of Th. 1 can be extended to cope with methods that expose (a part of) the internal state. For example, consider a method $m$ that returns a reference to an object field $f$. Thus the context is free to arbitrary modify the value of the field $f$. This situation can be handled by considering an abstract domain $D^a$ expressive enough to contain escape information [2]. In such a setting, the static analysis of $m$ will determine that $f$ escapes its scope and the corresponding post-condition $I_i$ will be such that $I_i \cup \{f\} = \top^a$. This is the only sound assumption if we want to infer a class invariant valid for all the contexts.

**Example 1.** A class invariant for Stack can be inferred by instantiating $D^a$ with the Octagon abstract domain [15]:

$$I = \{1 \leq \text{size}, 0 \leq \text{pos} \leq \text{size}, \text{size} = \text{stack.length}\}.$$

**Modularity.** Our approach is, at first context-modular as the derivation of a class invariant is done without any hypothesis on the module calling context. On the other side, our approach is not fully has-a-modular, i.e. if a class $C_i$ to be analyzed has a variable (field, method formal parameter, etc.) of type $C_j$ then $C_j$ must be analyzed before $C_i$. However the analysis of $C_i$ does not strictly require the code of $C_j$ and it can use the class invariant and the postconditions of the methods: any reference in $C_i$ to an object of type $C_j$ can be conservatively substituted by the $C_j$ class invariant, and any invocation of a $C_j$ method can be replaced by its postcondition. The advantage of this approach is that if two or more distinct classes use the same class $C_j$ then it can be analyzed once and its result can be used many times, speeding up the whole analysis. Eventually, if two or more classes depend in a cyclic way, then they must either be analyzed together or the circularity must be broken with the technique of cutpoints described in [6, §8.3]. A third kind of modularity, is-a-modularity will be considered in the next section.

**Full Program Analysis.** In general an object-oriented program consists of a set of classes $\{C_i\}$ and a main expression. For the moment we do not consider inheritance. From the set of classes we can statically derive the (inverse) graph of the has-a relation. This graph is such that the nodes are the classes of the program and there is an edge from $C_j$ to $C_i$ if and only if the class $C_i$ has fields or local variables of type $C_j$. The program analysis begins with the initial nodes, i.e. the nodes that have no predecessor. Once these nodes are analyzed (if possible in parallel on distinct computation units) the successors can be considered and so on. If a cycle is found, then the considerations of the last section apply. Most of the time, the analysis of a full program does not require the analysis of all the classes it uses. In fact, in general a program will use some library classes. These can be analyzed once (as our analysis is context-modular) and the result (re-) used by all the programs that use of them.

---

$^2$ $I \upharpoonright V$ denotes the projection of the invariant $I$ on the set of variables $V$. 
5 Class Invariant Inference in Presence of Inheritance

Now we address the problem of inferring a class invariant for a class $S = \text{"E extends C"}$, for some base class $C$ and extension $E$. The immediate method is to take the code of $C$, that of $E$ and then to apply the analysis described in the previous section to the expanded class $S$ [16]. However such a naive approach has many drawbacks. The first one is code blow-up. In fact, it is known [16, §6.4] that the expansion of the inheritance causes (in the worst case) a quadratic blow up of the code size. Therefore, the direct analysis of the expanded code causes a quadratic loss of performances. Moreover, in general $C$ can be the base class for two distinct extensions $E$ and $E'$. In that case the code $C$ will be expanded and hence analyzed twice, with a further performances loss. Eventually, in some cases the $C$ source code is not available, e.g. with applications that use third-party libraries. In that case, the library providers are unlikely to distribute the source code. A reasonable solution may be to ship the class invariants together with the compiled code. In that way the analysis of $S$ will use the source code of $E$ and the class invariant for $C$, instead of its source. In order to do it, we consider the two orthogonal aspects of inheritance: class extension and method redefinition.

**Class Extension.** A subclass may extend the behavior of the superclass by adding methods. For the moment, we do not consider redefinition of methods, so that the general form of $S$ is $(F_C \cup F_E, \text{init}_E, \{m_1 \ldots m_n\} \cup \{n_1 \ldots n_k\})$, where $F_C$ and $m_i$ are the fields and the methods from the base class $C$ and $F_E$ and $n_i$ those from the class extension $E$. As a consequence, the equations system (2), instantiated for the subclass $S$, becomes:

$$J = \text{i}[\text{init}_E]^a \cup^a \bigcup_{i=1}^{n} M[m_i]^a(J) \cup^a \bigcup_{i=1}^{k} M[n_i]^a(J). \quad (3)$$

Now, the goal is to solve the equation above in a smarter way than performing a brute fixpoint computation. In particular, we are interested in a solution that is function of the base class invariant, so that the methods $m_i$ does not need to be analyzed again. In order to do it, the first remark is that the property $J_0 = \text{i}[\text{init}_E]^a$ is about the variables in $F_C \cup F_E$, so that it can be split in two parts $J_0 = J_0^C \cup^a J_0^E$ where the first refers to the inherited fields and the latter to the $F_E$. For what concerns $J_0^C$ it is reasonable to assume $J_0^C \sqsubseteq^a I$, i.e. at creation time the subclass objects do not violate the superclass invariant $^3$. This is a very common situation in object oriented programming: for example in C++ [7] it is a standard procedure to call the superclass constructors to set up the inherited fields and then to initialize the fields in $F_E$ and even Java semantics [11] forces the initialization of the base class fields before the subclass constructor(s) can access them.

The next step is to look for a solution of (3) with a particular shape. Informally, $S$ can behave either as the base class $C$ or the extension $E$. Thus it is reasonable to look for a solution in the form of $I \sqcup^a X$, where $I$ is the invariant of

---

$^3$ Recall that the order relation $\sqsubseteq^a$ is the abstract counterpart of logical implication.
the base class $C$ and $X$ involves just the methods of $E$. Formally, $X$ is a solution of the following recursive equation:

$$X = J_0^E \sqcup^a \bigvee_{i=1}^k M[n_i]^a(I \sqcup^a X).$$

(4)

As a consequence we obtain the following equation system:

$$\{(3), (4), J_0 = J_0^C \sqcup^a J_0^E, J = I \sqcup^a X\}.$$  

(5)

It is worth noting that a solution $J$ of (5) is a solution of (3), whereas in general the contrary does not hold. The interest of using (5) is that the computation of $J$ reduces to the computation of (4), so that the subclass invariant $J$ can be obtained using just the superclass invariant (as $J = I \sqcup^a X$). Furthermore, it is possible to show that when analyzing a class hierarchy, in general the obtained speedup is linear in the number of direct descendants of a class and quadratic in the depth of the class hierarchy. The following theorem gives a sufficient and necessary condition for the existence of solutions of (3):

**Theorem 2.** If $M[\cdot]^a$ is a join-morphism then the equation system (5) has a solution iff

$$\bigvee_{i=1}^n M[m_i]^a(X) \sqsubseteq^a I \sqcup^a X.$$  

(6)

**Proof.** Using the identities of (5) it is possible to rewrite the equation (3) as follows:

$$J = i[\text{init}_E]^a \sqcup^a \bigvee_{i=1}^n M[m_i]^a(J) \sqcup^a \bigvee_{i=1}^k M[n_i]^a(J)$$

$$= J_0^C \sqcup^a J_0^E \sqcup^a \bigvee_{i=1}^n M[m_i]^a(I \sqcup^a X) \sqcup^a \bigvee_{i=1}^k M[n_i]^a(I \sqcup^a X)$$

$$= J_0^C \sqcup^a \bigvee_{i=1}^n M[m_i]^a(I) \sqcup^a \bigvee_{i=1}^n \bigvee_{i=1}^n M[m_i]^a(X) \sqcup^a J_0^E \sqcup^a \bigvee_{i=1}^k M[n_i]^a(I \sqcup^a X)$$

$$= I \sqcup^a \bigvee_{i=1}^n M[m_i]^a(X) \sqcup^a X$$

From basic lattice theory, it follows that the above equation is consistent with $J = I \sqcup^a X$ iff (2) holds. □

If the subclass preserves the parent invariant w.r.t. the inherited fields, i.e. $X \mid F_C \sqsubseteq^a I$ then the above equation system admits solutions. In general it may be difficult to prove the theorem hypothesis, and in the worst case it is computationally equivalent to solve (3). However, it can be shown that a large class of static analyses, namely the *symbolic relational* ones [13,6,12] satisfies the hypothesis of the theorem, so that (2) must be checked once and for all.
Examples of symbolic relational static analyses are Octagons, Relevant Context Inference [4] and types. Next example shows that whilst a solution of (5) is a solution of (3) in general it is not the least solution.

**Example 2.** The class ClosedSystem which models closed physical systems with a total energy \( c_0 \) and two different kinds of internal energy \( a \) and \( b \), can be defined as \( C = \langle \{ a, b \}, \text{init}, \{ \text{add}, \text{sub} \} \rangle \). The constructor is \( \text{init} = \lambda (a_0, c_0). (a := a_0; b := c_0 - a_0) \) and the two methods are: \( \text{add} = \lambda(). (a := a + 1; b := b - 1) \) and \( \text{sub} = \lambda(). (a := a - 1; b := b + 1) \). Using (2) and the Octagon abstract domain it is possible to infer the class invariant \( I = \{ a + b = c_0 \} \).

Let us consider the extension ExtendedSystem with a field \( c \), a new constructor \( \text{init} = \lambda (a_0, c_0). (\text{super.init}(a_0, c_0); c := c_0) \) and a method \( \text{ext} = \lambda(). (c := c - 1; a := a - 1) \).

If we apply (5) we obtain \( X = \{ a + b = c, c \leq c_0 \} \) and \( J = I \cup^a X = \{ a + b \leq c_0, c \leq c_0 \} \). However, the direct application of (3) gives \( J' = \{ a + b = c, c \leq c_0 \} \). It is immediate to see that \( J' \) is a more precise invariant than \( J \), that is \( J' \subseteq^a J \).

**Methods Redefinition.** A subclass may redefine the behavior of the superclass by redefining some of its methods. The modalities for doing it largely depend on the considered object oriented language. For example C++, C# and Java apply syntax criteria (the overriding method must have the same name and type as the overridden) whereas in Eiffel [14] a method \( m \) overrides \( m \) if and only if the type of \( n \) is (co-variantly) a subtype of \( m \). Nevertheless in order to be as language-independent as possible, we consider just how overriding and overridden methods interact and not how the overriding is provided by the language. However an implementation of an analyzer for a real language must consider this point.

As usual in abstract interpretation, we proceed by successive approximations. First we assume that all the methods of \( S \) may be executed, even those that are redefined, so that the results of the previous section apply directly. This is an over-approximation of the real behavior: if a method is redefined in a subclass, then it is not directly accessible by the context. Nevertheless, the redefined method is still reachable by the method bodies of \( E \). In general, because of late-binding, we must distinguish two situations: downcalls and upcalls: in the first case a method of the parent class invokes one that has been redefined and in the latter the interaction happens in the opposite direction. Once again, we can handle both by upper-approximating their behavior. Let us consider a method definition in the form \( m = \lambda x_{1n}. (\ldots; v := m_{\text{call}}(y); \ldots) \), for some variables \( v \) and \( y \).

If the invocation of \( m_{\text{call}} \) may resolve in a downcall, then a safe (but rather imprecise) approximation is to consider that an overriding method can arbitrarily modify the object internal state. Then the object state at the program point just after the assignment can be any \( \sigma \in \Sigma \). Therefore when performing the analysis of the \( m \) body, the abstract environment just after the assignment will be set equal to \( \alpha(\Sigma) = T^a \), the largest element of the abstract domain. An improvement would be to use \( I \) instead of \( \alpha(\Sigma) \), but then the subclass must
be checked to preserve the invariant $I$, i.e. $J \models F_c \subseteq a I$. A better solution for
down-calls in the general case is subject of future work.

On the other hand, if $m_{\text{call}}$ resolves in an upcall then a worst case approx-
imation of $M[m_{\text{call}}]$ must be employed so that $v := M[m_{\text{call}}]^\alpha(\top^a)$. Why this?
Essentially because in the $m$ body the (super)class invariant may not hold [14] so
that it is not sound to assume it as an approximation of $m_{\text{call}}$ semantics. Therefore,
if we want to analyze the subclass code without referring to the parent one
then the only sound assumption is to consider the $m_{\text{call}}$ postcondition when its
input is not known, i.e. it can be everything. In this last case, the base class
must be shipped not only with the invariant $I$ but also with an approximation
$M[m_1]^\alpha(\top^a)$ for each method $m_1$.

Example 3. A class invariant for $\text{StackWithUndo}$ can be inferred applying the
considerations above and instancing the equation system (5). It is easy to see
that the constructor preserves the $\text{Stack}$ invariant, so $J_0 = I \sqsubseteq \{\text{undoType} = 0\}$.

Then we can consider the application of (4) to $\text{undo}$ and to the overridden
methods $\text{push}$ and $\text{pop}$. The three perform an upcall. In that case it is sound
to replace it with the $\text{Stack}$ invariant as it holds at the program point just
before the $\text{super.pop}$ and $\text{super.push}$ invocations. Therefore it is immediate to
obtain $X = I \sqsubseteq \{-1 \leq \text{undoType} \leq 1\} = I \sqsubseteq X = J$, the class invariant for
$\text{StackWithUndo}$.

If it is needed, the obtained invariant and method post-conditions can be
improved by using the incremental refinement technique of [10]. The abstract
domain can be refined by partitioning it through the values assumed by $\text{undoType}$
(that using the already computed class invariant $J$ are at most 3). In such
a way it is possible to infer the properties: $\text{undoType} = 1 \Rightarrow \text{pos} > 0$ and
$\text{undoType} = 0 \Rightarrow 0 \leq \text{pos} \leq \text{size}$ and $\text{undoType} = -1 \Rightarrow \text{pos} < \text{size}$ so that it
is proved that $\text{undo}$ never throws the exception $\text{StackError}$. $\square$

6 Conclusions and Future Work

In this work we presented a framework for class modular analysis of object
oriented languages in presence of inheritance. We derived the equations for the
class invariant and we instantiated them in the case of inheritance. We discussed
the resolvability whenever a solution, function of the base class invariant, is
required. Eventually, we showed how to handle up-calls and down-calls.

We have a prototype implementation of the framework presented in this pa-
per with a partial support for inheritance. In particular, the fixpoint computation
is implemented by an OCAML functor, whom parameter is an abstract domain
for the approximation of the environments (cfr. Th. 1). From our preliminary
tests it seems that relational domains are best-suited for effective and precise
analyses. In fact, such domains allow to keep a relation between the constructor
parameters and the object internal state. For instance in the $\text{Stack}$ example the
relation between the $\text{Stack}$ constructor parameter, i.e. the stack size, and the
stack pointer is inferred. On the other hand, if the analyzer is instantiated with
the interval domain [5] the inferred class invariant is $\{\text{pos} \in [0, +\infty]\}$, that is
too rough to be practical. We plan to extend our prototype implementation in
order to practical study its effectiveness and in particular the handling of the inheritance.

Acknowledgments. We thank B. Blanchet, P. and R. Cousot, J. Feret, R. Giacobazzi, C. Hymans, A. Miné, X. Rival and D. A. Schmidt for the stimulating discussions and the comments on this paper.

References

Abstract. The method of Invisible Invariants was developed originally in order to verify safety properties of parameterized systems fully automatically. Roughly speaking, the method is based on a small model property that implies it is sufficient to prove some properties on small instantiations of the system, and on a heuristic that generates candidate invariants. Liveness properties usually require well founded ranking, and do not fall within the scope of the small model theorem. In this paper we develop novel proof rules for liveness properties, all of whose proof obligations are of the correct form to be handled by the small model theorem. We then develop abstraction and generalization techniques that allow for fully automatic verification of liveness properties of parameterized systems. We demonstrate the application of the method on several examples.

1 Introduction

Uniform verification of parameterized systems is one of the most challenging problems in verification today. Given a parameterized system $S(N) : P[1] || \cdots || P[N]$ and a property $p$, uniform verification attempts to verify $S(N) \models p$ for every $N > 1$. One of the most powerful approaches to verification which is not restricted to finite-state systems is deductive verification. This approach is based on a set of proof rules in which the user has to establish the validity of a list of premises in order to validate a given property of the system. The two tasks that the user has to perform are:

1. Identify some auxiliary constructs which appear in the premises of the rule.
2. Establish the logical validity of the premises, using the auxiliary constructs identified in step 1.

When performing manual deductive verification, the first task is usually the more difficult, requiring ingenuity, expertise, and a good understanding of the behavior of the program and the techniques for formalizing these insights. The second task is often performed using theorem provers such as PVS [22] or STEP [4], which also require extensive user expertise and ingenuity. The difficulty in the execution of these two steps is the main reason why deductive verification is not used more extensively.

A representative case is the verification of invariance properties using the invariance rule of [18]. In order to prove that assertion $r$ is an invariant of program $P$, the rule requires coming up with an auxiliary assertion $\varphi$ which is inductive (i.e. is implied by the
initial condition and is preserved under every computation step) and which strengthens (implies) \( r \).

In [20,2] we introduced the method of invisible invariants, which proposes a method for automatic generation of the auxiliary assertion \( \varphi \) for parameterized systems, as well as an efficient algorithm for checking the validity of the premises of the invariance rule. In this paper we generalize the method of invisible invariants to deal with liveness properties.

The method of invisible invariants is based on two main ideas:

It is often the case that the auxiliary assertion for a parameterized system has the form \( \forall i.q(i) \) (or, more generally, \( \forall i \neq j.q(i, j) \)). We construct an instance of the parameterized system taking a fixed value \( N_0 \) for the parameter \( N \). For the finite-state system \( S(N_0) \), we compute the set of reachable states \( \text{reach} \) using a symbolic model checker. Let \( r_1 \) be the projection of \( \text{reach} \) on process index 1, obtained by discarding references to all variables which are local to all processes other than \( P[1] \). We take \( q(i) \) to be the generalization of \( r_1 \) obtained by replacing each reference to a local variable \( P[i].x \) by a reference to \( P[i].x \). The obtained \( q(i) \) is our candidate for the body of the inductive assertion \( \varphi : \forall i.q(i) \). We refer to this part of the process as project-and-generalize.

Having obtained a candidate for the inductive assertion \( \varphi \), we still have to check the validity of the premises of the invariance rule. Under the assumption that our assertional language is restricted to the predicates of equality and inequality between bounded range integer variables (which is adequate for many of the parameterized systems we considered), and the fact that our candidate inductive assertions have the form \( \forall \vec{i}.q(\vec{i}) \), we managed to prove a small model theorem. According to this theorem, there exists a (small) bound \( N_0 \) such that the premises of the invariance rule are valid for every \( N \) iff they are valid for all \( N \leq N_0 \). This enables us to use BDD techniques in order to check the validity of the premises. This theorem is based on the fact that, under the above assumptions, all premises can be written in the form \( \forall \vec{i}\exists \vec{j}.\psi(\vec{i}, \vec{j}) \), where \( \psi(\vec{i}, \vec{j}) \) is a quantifier-free assertion that may only refer to the global variables and the local variables of \( P[i] \) and \( P[j] \).

Being able to validate the premises on \( S[N_0] \) has the additional important advantage that the user does not have to see the automatically generated auxiliary assertion \( \varphi \). This assertion is generated as part of the procedure and is immediately used in order to validate the premises of the rule. This is advantageous because, being generated by symbolic BDD techniques, its representation is often extremely unreadable and non-intuitive, and will usually not contribute to a better understanding of the program or its proof. Because the user never gets to see the auxiliary invariant, we refer to this method as the method of invisible invariants.

In this paper, we extend the method of invisible invariants to apply to proofs of the second most important class of properties which the class of response properties. These are liveness properties which can be specified by the temporal formula \( \Box(q \rightarrow \Diamond r) \) (also written as \( q \Rightarrow \Diamond r \)) and guarantees that any \( q \)-state is eventually followed by a \( r \)-state. To do so, we consider a certain variant of rule well [17] which establishes the validity of response properties under the assumption of justice (weak fairness). As is well known to users of this and similar rules, such a proof requires the generation of two kinds of auxiliary constructs: “helpful” assertions which characterize the states at which a certain
transition is helpful in promoting progress towards the goal \( r \), and ranking functions which measure the progress towards the goal.

In order to make the project-and-generalize technique applicable to the automatic generation of the ranking functions, we developed a special variant of rule well, to which we refer as rule DistRank. In this version of the rule, we associate with each potentially helpful transition \( \tau_i \) an individual ranking function \( \delta_i : \Sigma \to [0..c] \), mapping states to integers in a small range \([0..c]\), where \( c \) is a fixed small constant, independent of the parameter \( N \). The global ranking function can be obtained by forming the multi-set \( \{\delta_i\} \). In most of the examples we considered, it was sufficient to take the range of the individual functions to be \( \{0, 1\} \), which enable us to view each \( \delta_i \) as an assertion, and generate it automatically using the project-and-generalize technique.

The paper is organized as follows: In Section 2, we present the general computational model of FDS and the restrictions which enable to (invisibly) obtain auxiliary constructs. In this section we also review the small model property which enables to automatically validate the premises of the various proof rules.

In Section 3 we introduce the new DistRank proof rule, explain how we automatically generate ranking and helpful assertions for the parameterized case, and demonstrate the techniques on the two examples of a token-ring and the bakery algorithms. The method introduced in this section is adequate for all the cases in which the set of reachable states can be satisfactorily over-approximated by an assertion of the form \( \forall i. u(i) \) and both the helpful assertion \( h_i \) and the individual ranking function \( \delta_i \) can be represented by an assertion of the form \( \alpha(i) \) which only refers to the local variables of process \( P[i] \) and to the global variables.

Not all examples can be handled by assertions which depend on a single parameter. In Section 4, we consider cases whose verification requires a characterization of the reachable states by an assertion of the form \( \forall i. u(i) \land \exists j. e(j) \). In a future paper we will consider helpful assertions \( h_i \) which have the form \( h_i : \forall j \neq i. \psi(i, j) \). With these extensions we can handle another version of the bakery algorithm. A variant of this method has been successfully applied to Szymanski’s \( N \)-process mutual exclusion algorithm.

Related Work. In [21] we introduced the method of “counter-abstraction” to automatically prove liveness properties of parameterized systems. Counter-abstraction is an instance of data-abstraction [13] and has proven successful in instances of systems with a trivial (star or clique) topologies and a small state-space for each process. The work there is similar to the work of the PAX group (see, e.g., [3]) which is based on the method of predicate abstraction [5]. While there are several differences between the two approaches, both are not “fully automatic” in the sense that the user has to provide the system with abstraction methodology.

In [23,14] we used the method of network invariants [13] to prove liveness properties of parameterized systems. While extremely powerful, the main weakness of the method is that the abstraction is performed manually by the user.

The problem of uniform verification of parameterized systems is, in general, undecidable [1]. One approach to remedy this situation, pursued, e.g., in [8], is to look for restricted families of parameterized systems for which the problem becomes decidable.
Many of these approaches fail when applied to asynchronous systems where processes communicate by shared variables.

Another approach is to look for sound but incomplete methods. Representative works of this approach include methods based on: explicit induction ([9]), network invariants that can be viewed as implicit induction ([16]), abstraction and approximation of network invariants ([6]), and other methods based on abstraction ([10]). Other methods include those relying on “regular model-checking” (e.g., [12]) that are often specially effective due to the application of acceleration procedures but are not applicable to all cases, methods based on symmetry reduction (e.g., [11]), or compositional methods (e.g., ([19]) that combine automatic abstraction with finite-instantiation due to symmetry. Some of these works, from which we have mentioned only few representatives, require the user to provide auxiliary constructs and thus do not provide for fully automatic verification of parameterized systems. Others (such as regular model checking) are applicable to restricted classes of parameterized systems, as is our method. Almost none of these methods have been applied to the verification of liveness properties, which we address in this paper.

Less related to our work is the work in [7] which presents methods for obtaining ranking functions for sequential programs. Another interesting paper which deals with program termination is [15]. However, the treatment there is also restricted to sequential program and does not address parameterized systems.

2 The Model

As our basic computational model, we take a fair discrete system (fds) \( \mathcal{S} = \langle V, \Theta, \rho, \mathcal{J}, \mathcal{C} \rangle \), where

- \( V \) — A set of system variables. A state of the system \( \mathcal{S} \) provides a type-consistent interpretation of the system variables \( V \). For a state \( s \) and a system variable \( v \in V \), we denote by \( s[v] \) the value assigned to \( v \) by the state \( s \). Let \( \Sigma \) denote the set of all states over \( V \).
- \( \Theta \) — The initial condition: An assertion (state formula) characterizing the initial states.
- \( \rho(V, V') \) — The transition relation: An assertion, relating the values \( V \) of the variables in state \( s \in \Sigma \) to the values \( V' \) in an \( S \)-successor state \( s' \in \Sigma \).
- \( \mathcal{J} \) — A set of justice (weak fairness) requirements: Each justice requirement is an assertion; A computation must include infinitely many states satisfying the requirement.
- \( \mathcal{C} \) — A set of compassion (strong fairness) requirements: Each compassion requirement is a pair \( \langle p, q \rangle \) of state assertions; A computation should include either only finitely many \( p \)-states, or infinitely many \( q \)-states.

A computation of an fds \( \mathcal{S} \) is an infinite sequence of states \( \sigma : s_0, s_1, s_2, ... \), satisfying the requirements:

- Initiality — \( s_0 \) is initial, i.e., \( s_0 \models \Theta \).
- Consecution — For each \( \ell = 0, 1, ... \), the state \( s_{\ell+1} \) is a \( \mathcal{S} \)-successor of \( s_\ell \). That is, \( \langle s_\ell, s_{\ell+1} \rangle \models \rho(V, V') \) where, for each \( v \in V \), we interpret \( v \) as \( s_\ell[v] \) and \( v' \) as \( s_{\ell+1}[v] \).
• **Justice** — for every $J \in \mathcal{J}$, $\sigma$ contains infinitely many occurrences of $J$-states.
• **Compassion** — for every $\langle p, q \rangle \in C$, either $\sigma$ contains only finitely many occurrences of $p$-states, or $\sigma$ contains infinitely many occurrences of $q$-states.

For simplicity, all of our examples will contain no compassion requirements, i.e., $C = \emptyset$. Most of the methods can be generalized to deal with systems with a non-empty set of compassion requirements.

### 2.1 Fair Bounded Discrete Systems

To allow the application of the invisible constructs methods, we place further restrictions on the systems we study, leading to the model of fair bounded discrete systems (fbds), that is essentially the model of bounded discrete systems of [2] augmented with fairness. For brevity, we describe here a simplified three-type model; the extension for the general multi-type case is straightforward.

Let $N \in \mathbb{N}^+$ be the system’s parameter. We allow the following data types:

1. **bool**: the set of boolean and finite-range scalars;
2. **index**: a scalar type that includes integers in the range $[1..N]$. These serve as indices to arrays and processes;
3. **par_data**: a scalar data type that includes integers in the range $[0..N]$; and
4. Arrays of the type $\text{index} \mapsto \text{bool}$ and $\text{index} \mapsto \text{par_data}$.

For simplicity, we allow the system variables to include any number of variables of types **bool**, **index**, and **index \mapsto bool**, but at most a single variable of type **index \mapsto par_data**, and no variables of type **par_data**.

Atomic formulas may compare two variables of the same type. E.g., if $y$ and $y'$ are **index** variables, and $z$ is a **index \mapsto par_data**, then $y = y'$ and $z[y] < z[y']$ are both atomic formulas. We admit $0, 1$ as constants of type **bool**, $1, N$ as constants of type **index**, and $0, N$ as constants of type **par_data**. Apparent conflicts arising out of the overloading of the constant symbols can always be resolved by type analysis. We refer to formulas obtained by boolean combinations of such atomic formulas as restricted boolean assertions (or boolean assertions for short). Applying quantification over **index** variables to boolean assertions, we obtain the class of restricted assertions.

As the initial condition $\Theta$, we allow restricted assertions of the form $\forall i. u(i) \land \exists j. e(j)$, where $u(i)$ and $e(j)$ are boolean assertions.

As the transition relation $\rho$, we allow restricted assertions of the form $\exists i \forall j. \psi(i, j)$ for a boolean assertion $\psi(i, j)$.

The allowed justice requirements are boolean assertions which may be parameterized by an **index** variable.

The reason we distinguish between the type **index** and **par_data**, even though they range over similar data domains, is to avoid subscript expressions of the form $a[b[i]]$, which will invalidate many of the methods developed in the sequel.

**Example 1 (The Token Ring Algorithm).**
Consider program `TOKEN-RING` in Fig. 1, which is a mutual exclusion algorithm for any $N$ processes.
In this version of the algorithm, the global variable $tloc$ represents the current location of the token. Location $\ell_0$ constitutes the non-critical section which may non-deterministically exit to the trying section at location $\ell_1$. While being in the non-critical section, a process guarantees to move the token to its right neighbor, whenever it receives it. This is done by incrementing $tloc$ by 1, modulo $N$. At the trying section, a process $P[i]$ waits until it received the token which is signaled by the condition $tloc = i$.

Following is the FBDS corresponding to program TOKEN-RING:

$$
V : \begin{cases}
tloc : [1..N] \\
\pi : \text{array}[1..N] \text{ of } [0..2] \\
\Theta : \forall i, \pi[i] = 0 \\
\rho : \exists i : \forall j \neq i : (\pi'[j] = \pi[j]) \land \\
\pi[i] = 0 \land tloc = i \land tloc' = i \oplus_N 1 \land \pi'[i] \in \{0, 1\} \\
\lor \quad tloc' = tloc \land \\
\begin{cases}
\pi'[i] = \pi[i] \\
\lor \quad \pi[i] = 0 \land tloc \neq i \land \pi'[i] = 1 \\
\lor \quad \pi[i] = 1 \land tloc = i \land \pi'[i] = 2 \\
\lor \quad \pi[i] = 2 \land \pi'[i] = 3
\end{cases}
\end{cases}
$$

$$
J : \begin{cases}
\{J_0[i] : \neg(\pi[i] = 0 \land tloc = i) \mid i \in [1..N]\} \cup \\
\{J_1[i] : \neg(\pi[i] = 1 \land tloc = i) \mid i \in [1..N]\} \cup \\
\{J_2[i] : \pi[i] \neq 2 \mid i \in [1..N]\}
\end{cases}
$$

Note that $tloc$ is a variable of type $\text{index}$, while the program counter $\pi$ is a variable of type $\text{index} \mapsto \text{bool}$.

Strictly speaking, the transition relation as presented above does not fully conform to the definition of a boolean assertion since it contains the atomic formula $tloc' = i \oplus_N 1$. However, this can be rectified by a two-stage reduction. First, we replace $tloc' = i \oplus_N 1$ by $(i < N \land tloc' = i + 1) \lor (i = N \land tloc' = 1)$. Then, we replace the formula $\exists i : \forall j \neq i : (\ldots tloc' = i + 1 \ldots)$ by $\exists i, i_1 : \forall j \neq i, j_1 : (j_1 \leq i \lor i_1 \leq j_1) \land (\ldots tloc' = i_1 \ldots)$ which guarantees that $i_1 = i + 1$.

Let $\alpha$ be an assertion over $V$, and $R$ be an assertion over $V \cup V'$, which can be viewed as a transition relation. We denote by $\alpha \circ R$ the assertion characterizing all state which are $R$-successors of $\alpha$-states. We denote by $\alpha \circ R^*$ the states reachable by an $R$-path of length zero or more from an $\alpha$-state.
2.2 The Small Model Theorem

Let $\varphi : \forall \vec{i} \exists \vec{j}. R(\vec{i}, \vec{j})$ be an AE-formula, where $R(\vec{i}, \vec{j})$ is a boolean assertion which refers to the state variables of a parameterized FBDs $S(N)$ and to the quantified variables $\vec{i}$ and $\vec{j}$. Let $N_0$ be the number of universally quantified and free index variables and constants appearing in $R$. We always include in the count $N_0$ the index constants 1 and $N$, even if they do not appear explicitly in $R$. The following claim (stated first in [20] and extended in [2]) provides the basis for the automatic validation of the premises in the proof rules:

**Claim (Small model property).**

Formula $\varphi$ is valid iff it is valid over all instances $S(N)$ for $N \leq N_0$.

**Proof Sketch**

To prove the claim, we consider the negation of the formula, given by $\psi : \exists \vec{i} \forall \vec{j}. \neg R(\vec{i}, \vec{j})$, and show that if $\psi$ is satisfiable, then it is satisfiable in a state of a system $S(N)$ for some $N \leq N_0$. Assume that $\psi$ is satisfiable in state $s_{N_1}$ of an instance $S(N_1)$. Let $1 = u_1 < u_2 < \cdots < u_k = N$ be the sequence of pairwise distinct values of index variables and constants which appear free or existentially quantified within $\psi$, sorted in ascending order. Obviously $k \leq N_0$. We construct a state $s_k$ in the system $S(k)$ as follows. Each index variable or constant that was interpreted as $u_i$ in $s_{N_1}$ is reinterpreted as $i$ in $s_k$. For each array $a : \text{index} \mapsto \text{bool}$ and each $i = 1, \ldots, k$, we reinterpret $s_k[a[i]]$ as $s_{N_1}[a[u_i]]$. In case the system contains a (single) array $b : \text{index} \mapsto \text{par\_data}$, we also perform the following reduction: Let $S$ be the set of all values which appear as the interpretation of $b[u_1], \ldots, b[u_k]$ in $s_{N_1}$, to which we add the constants 0 and $N = N_1$. Let $0 = v_0 < v_1 < \cdots < v_m = N_1$ be a sorted list of the values appearing in $S$. Obviously, $m \leq k$. We reinterpret the values of $b[i]$ in $s_k$ as follows. If $s_{N_1}[b[u_i]] = v_j < N_1$, we let $s_k[b[i]] = j$. If $s_{N_1}[b[u_i]] = N_1$, we let $s_k[b[i]] = k$.

With the understanding that arrays in the system represent the local variables of individual processes, the reduction from a state of system $S(N_1)$ to a state of system $S(k)$, amounts to the preservation of processes $P[u_1], \ldots, P[u_k]$, renaming their indices to $P[1], \ldots, P[k]$, and discarding any process $P[j]$ in $S_{N_1}$ such that $j \notin \{u_1, \ldots, u_k\}$. Discarding these processes preserve the validity of $\psi$ because the reference to these “other” processes is only through a universal quantification $\forall \vec{j}$. So narrowing the set over which we universally quantify can only make the property “truer”. This explains why the method is restricted to AE-formulas.

It follows that state $s_k$ satisfies $\psi$. □

In case the formula $\varphi$ refers to an expression such as $i + 1$, we add 1 more variable which participates in the re-expression of $i + 1$.

3 The Method of Invisible Ranking

In this section we present a new proof rule for liveness properties of an FBDs that allows, in some cases, to obtain an automatic verification of liveness properties for systems of any size. We first describe the new proof rule. We then present methods for the automatic generation of the auxiliary constructs required by the rule. We illustrate the application of these method on the example of Token-Ring as we go along.
3.1 A Distributed Ranking Proof Rule

In Fig. 2, we present proof rule DistRank (for distributed ranking), for verifying response properties. This rule assumes that the system to be verified has only justice requirements (in particular, it has no compassion requirements.)

For a parameterized system with a transition domain $T(N)$, set of states $\Sigma(N)$, justice requirements $\{J_\tau \mid \tau \in T\}$, invariant assertion $\varphi$, assertions $q$, $r$, $pend$ and $\{h_\tau \mid \tau \in T\}$, and ranking functions $\{\delta_\tau : \Sigma \rightarrow \{0, 1\} \mid \tau \in T\}$

D1. $q \land \varphi \rightarrow r \lor pend$
D2. $pend \land \rho \rightarrow r' \lor pend'$
D3. $pend \rightarrow \bigvee_{\tau \in T} h_\tau$
D4. $pend \land \rho \rightarrow r' \lor \bigwedge_{\tau \in T} \delta_\tau \geq \delta'_\tau$
D5. $h_\tau \land \rho \rightarrow r' \lor h'_\tau \lor \delta_\tau > \delta'_\tau$
D6. $h_\tau \rightarrow \neg J_\tau$

$q \Rightarrow \Diamond r$

Fig. 2. The liveness rule DistRank

The rule is configured to deal directly with parameterized systems. As in other rules for verifying response properties (e.g.,[17]), progress is accomplished by the actions of helpful transitions in the system. In a parameterized system, the set of transitions has the structure $T(N) = [0..m] \times N$ for some fixed $m$. Typically, $[0..m]$ enumerates the locations within process. For example, in program token-ring, $T(N) = [0..2] \times N$, where each transition $\tau_k[i]$ is associated with location $m \in [0..2]$ within process $i \in [1..N]$. Each transition $\tau_k[i]$ is affiliated with a justice requirement $J_m[i]$, asserting that transition $\tau_k[i]$ is disabled. By requiring that $J_k[i]$ holds infinitely many times, we guarantee that $\tau_k[i]$ will be disabled infinitely many times, thus $\tau_k[i]$ will not be continuously enabled without being taken.

Assertion $\varphi$ is an invariant assertion characterizing all the reachable states. Assertion $pend$ characterizes the states which can be reached from a reachable $q$-state by an $r$-free path. For each transition $\tau$, assertion $h_\tau$ characterizes the states at which $\tau$ is helpful. These are the states $s$ that have a $\rho$-successor $s'$ such that $\tau$ is enabled on $s$ and disabled on $s'$, and the transition from $s$ to $s'$ leads to a progress towards the goal. This progress is observed by immediately reaching the goal or a decrease in the ranking function $\delta_\tau$, as stated in premise D5. The ranking functions $\delta_\tau$ are used in order to measure progress towards the goal. The disabling of $\tau$ is often due to the taking of this transition, but may also be caused by some data condition turning false. We require decrease in ranking in both cases.

Premise D1 guarantees that any reachable $q$-state satisfies $r$ or $pend$. Premise D2 guarantees that any successor of a $pend$-state also satisfies $r$ or $pend$. Premise D3 guarantees that any $pend$-state has at least one transition which is helpful in this state. Premise D4 guarantees that ranking never increases on transitions between two $pend$-states. Note that, due to D2, every $\rho$-successor of a $pend$-state which has not reached
the goal is also a \textit{pend}-state. Premise D5 guarantees that taking a step from an \( h_\tau \)-state leads into a state which either already satisfies the goal \( r \), or causes the rank \( \delta_\tau \) to decrease, or is again an \( h_\tau \)-state. Premise D6 guarantees that all \( h_\tau \)-states violate \( J_\tau \). Together, premises D5 and D6 imply that the computation cannot stay in \( h_\tau \) forever without violating justice w.r.t \( J_\tau \). Therefore, the computation must eventually move to a \( \neg h_\tau \)-state, causing \( \delta_\tau \) to decrease. Since there are only finitely many \( \delta_\tau \) and until the goal is reached they monotonically decrease, we can conclude that eventually an \( r \)-state is reached.

### 3.2 Automatic Generation of the Auxiliary Constructs

We now proceed to show how all the auxiliary constructs necessary for the application of rule DistRank can be automatically generated. Note that we have to construct a symbolic version of these constructs, so that the rule can be applied to a generic \( N \).

For simplicity, we assume that the response property we wish to establish only refers to the local variables of process \( P[1] \). (The approach can be easily generalized to the case when the response property refers to the local variables of process \( P[z] \), for an arbitrary \( z \in [1..N] \).) A case in point is the verification of the property at \( \ell_1[1] \Rightarrow \Diamond \text{at}_{\ell_2}[1] \) for program \textsc{token-ring}. This property claims that every state in which process \( P[1] \) is at location \( \ell_1 \) is eventually followed by a state in which process \( P[1] \) is at location \( \ell_2 \). Assume that the parameter domain has the form \([0..m] \times N \).

Since the special process is \( P[1] \), we would expect the constructs to have the symbolic forms \( \varphi : \forall i. \varphi^A(i) \) and \( \text{pend} : \text{pend}^A_{\ell=1} \land \forall i \neq 1. \text{pend}^A_{\ell \neq 1}(i) \). For each \( k \in [0..m] \), we need to compute \( h^A_k[1], \delta^A_k[1] \), and the generic \( h^A_k[i], \delta^A_k[i] \), which should be symbolic in \( i \) and apply for all \( i, 1 < i \leq N \). All generic constructs are allowed to refer to the global variables and to the variables local to \( P[1] \). We will consider each of the auxiliary constructs and provide a methodology for its generation which will be illustrated on the case of program \textsc{token-ring}.

The construction uses the instantiation \( S(N_0) \) for the cutoff value \( N_0 \) required in Claim 2.2. In our case, this yields \( N_0 = 6 \) as explained below. We denote by \( \Theta_C \) and \( \rho_C \) the initial condition and transition relation for \( S(N_0) \). The construction begins by computing the \textit{concrete} auxiliary constructs for \( S(N_0) \) which we denote by \( \varphi_C, \text{pend}_C, h^C_k[j], \) and \( \delta^C_k[j] \). We then use \textit{project-and-generalize} in order to derive the symbolic (\textit{abstract}) versions of these constructs: \( \varphi_A, \text{pend}^A, h^A_k[j], \) and \( \delta^A_k[j] \).

**Computing \( \varphi_A \):** Compute the assertion \( \text{reach}_C = \Theta_C \circ \rho^*_C \) characterizing all states reachable by system \( S(N_0) \). We take \( \varphi^A(i) = \text{reach}_C[3 \Rightarrow i] \), which is obtained by projecting \( \text{reach}_C \) on index 3, and then generalizing 3 to \( i \).

For example, in \textsc{token-ring}(6), \( \text{reach}_C = \bigwedge_{j=1}^6 (\text{at}_{-\ell_0,1}[j] \lor \text{tloc} = j) \). The projection of \( \text{reach}_C \) on \( j = 3 \) yields \( \text{at}_{-\ell_0,1}[3] \lor \text{tloc} = 3 \). The generalization of 3 to \( i \) yields \( \varphi^A(i) = \text{at}_{-\ell_0,1}[i] \lor \text{tloc} = i \). Note that when we generalize, we should generalize not only the values of the variables local to \( P[3] \) but also the case that the global variable, such as \( \text{tloc} \), has the value 3. The choice of 3 as the generic value is arbitrary. Any other value would do as well, but we prefer indices different from 1, \( N \).

In this part we computed \( \varphi^A(i) \) as the generalization of 3 into \( i \) in \( \text{reach}_C \), which can be denoted as \( \varphi^A(i) = \text{reach}_C[3 \Rightarrow i] \). In later parts we may need to generalize
two indices, such as $\alpha_A = \alpha_C[2 \mapsto i, 4 \mapsto j]$, where $\alpha_C$ and $\alpha_A$ are a concrete and abstract versions of some assertion $\alpha$. The way we compute such abstractions over the state variables $tloc$ and $\pi$ of system TOKEN-RING is given by

$$\alpha_A(tloc, \pi) = i < j \land \exists tloc', \pi' : \alpha_C(tloc', \pi') \land map(2, i, 4, j),$$

where,

$$map(2, i, 4, j) = \left\{ \begin{array}{l}
\pi[i] = \pi'[2] \land \pi[j] = \pi'[4] \\
tloc = i \iff tloc' = 2 \land tloc = j \iff tloc' = 4 \land tloc < i \iff tloc' < 2 \land tloc < j \iff tloc' < 4
\end{array} \right\}$$

Note that this computation is very similar to the symbolic computation of the predecessor of an assertion, where $map(2, i, 4, j)$ serves as a transition relation. Indeed, we use the same module used by a symbolic model checker for carrying out this computation.

**Computing $pend_A$**: Compute the assertion $pend_C = (reach_C \land q \land \neg r) \circ (\rho_C \land \neg r)^*$, characterizing all states which can be reached from a reachable $(q \land \neg r)$-state by an $r$-free path. Then we take $pend_{A=1} = pend_C[1 \mapsto 1]$, and $pend_{A \neq 1}(i) = pend_C[1 \mapsto 1, 3 \mapsto i]$.

Thus, for TOKEN-RING(6), $pend_A = reach_C \land at_{-\ell_1}[1]$. We therefore take $pend_{A=1} : at_{-\ell_1}[1]$ and $pend_{A \neq 1}(i) : at_{-\ell_1}[1] \land (at_{-\ell_0,1[i]} \lor tloc = i)$.

**Computing $h_A[i]$:** First, we compute the concrete helpful assertions $h_A^C[i]$. This is based on the following analysis. Assume that $set$ is an assertion characterizing a set of states, and let $J$ be some justice requirement. We wish to identify the subset of states $\phi$ within $set$ for which the transition associated with $J$ is an $escape$ transition. That is, any application of this transition to a $\phi$-state takes us out of $set$. Consider the fix-point equation:

$$\phi = \neg set \land \neg J \land AX(\phi \lor \neg set)$$  \hspace{1cm} (1)

The equation states that every $\phi$-state must satisfy $set \land \neg J$, and that every successor of a $\phi$-state is either a $\phi$-state or lies outside of $set$. In particular, all $J$-satisfying successors of a $\phi$-state do not belong to $set$. By taking the maximal solution of this fix-point equation, denoted $\nu\phi(set \land \neg J \land AX(\phi \lor \neg set))$, we compute the subset of states which are helpful for $J$ within $set$.

Following is an algorithm which computes the concrete helpful assertions $\{h_A^C[i]\}$ corresponding to the justice requirements $\{J_A^C[i]\}$ of system $S(N_0)$. For simplicity, we will use $\tau \in T(N_0)$ as a single parameter.

```plaintext
for each $\tau \in T(N_0)$ do $h_\tau := 0$
set := $pend_C$
for all $\tau \in T(N_0)$ satisfying $\nu\phi(set \land \neg J_\tau \land AX(\phi \lor \neg set)) \neq 0$
do $[h_\tau := h_\tau \lor \nu\phi(set \land \neg J_\tau \land AX(\phi \lor \neg set))]$
set := set \land \neg h_\tau
```

The “for all $\tau \in T(N_0)$” iteration terminates when it is no longer possible to find a $\tau \in T(N_0)$ which satisfies the non-emptiness requirement. The iteration may choose the same $\tau$ more than once. When the iteration terminates, $set$ is 0, i.e., for each of the states covered under $pend_C$ there exists a helpful justice requirement which causes it to progress.
Having found the concrete \( h^C_k[j] \), we proceed to \textit{project-and-generalize} as follows: for each \( k \in [0..m] \), we let \( h^A_k[1] = h^C_k[1][1 \mapsto 1] \) and \( h^A_k[i] = h^C_k[3][1 \mapsto 1, 3 \mapsto i] \).

Applying this procedure to \textsc{token-ring}(6), we obtain the following symbolic helpful assertions:

<table>
<thead>
<tr>
<th>( k )</th>
<th>( h^A_k[1] )</th>
<th>( h^A_k[i], i &gt; 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k = 0 )</td>
<td>0</td>
<td>( \text{at}<em>{-\ell_1}[1] \land \text{at}</em>{-\ell_0}[i] \land \text{tloc} = i )</td>
</tr>
<tr>
<td>( k = 1 )</td>
<td>( \text{at}_{-\ell_1}[1] \land \text{tloc} = 1 )</td>
<td>( \text{at}<em>{-\ell_1}[1] \land \text{at}</em>{-\ell_1}[i] \land \text{tloc} = i )</td>
</tr>
<tr>
<td>( k = 2 )</td>
<td>0</td>
<td>( \text{at}<em>{-\ell_1}[1] \land \text{at}</em>{-\ell_2}[i] \land \text{tloc} = i )</td>
</tr>
</tbody>
</table>

**Computing \( \delta^A_k[i] \):** As before, we begin by computing the concrete ranking functions \( \delta^C_k[j] \). We observe that \( \delta^C_k[j] \) should equal 1 on every state for which \( \tau_k[j] \) is helpful and should decrease from 1 to 0 on any transition that causes a helpful \( \tau_k[j] \) to become unhelpful. Furthermore, \( \delta^C_k[j] \) can never increase. It follows that \( \delta^C_k[j] \) should equal 1 on every pending state from which there exists a pending path to a pending state satisfying \( h^C_k[j] \). Thus, we compute \( \delta^C_k[j] = \text{pend}_{c} \land ((\neg r) \ E \ U \ h^C_k[j]) \), where \( E \ U \) is the “existential-until” \( \text{CTL} \) operator. This formula identifies all states from which there exists an \( r \)-free path to a \( (h^C_k[j]) \)-state.

Having found the concrete \( \delta^C_k[j] \), we proceed to \textit{project-and-generalize} as follows: for each \( k \in [0..m] \), we let \( \delta^A_k[1] = \delta^C_k[1][1 \mapsto 1] \) and \( \delta^A_k[i] = \delta^C_k[3][1 \mapsto 1, 3 \mapsto i] \).

Applying this procedure to \textsc{token-ring}(6), we obtain the following abstract ranking functions:

\[
\begin{align*}
\delta^A_0[1] &= \delta^A_2[1] : 0 \\
\delta^A_0[1] &= : \text{at}_{-\ell_1}[1] \\
\delta^A_0[i] &= : \text{at}_{-\ell_1}[1] \land (1 < \text{tloc} < i \land \text{at}_{-\ell_0,1}[i] \lor \text{tloc} = i) \\
\delta^A_1[i] &= : \text{at}_{-\ell_1}[1] \land (1 < \text{tloc} < i \land \text{at}_{-\ell_0,1}[i] \lor \text{tloc} = i \land \text{at}_{-\ell_1}[i]) \\
\delta^A_2[i] &= : \text{at}_{-\ell_1}[1] \land (1 < \text{tloc} < i \land \text{at}_{-\ell_0,1}[i] \lor \text{tloc} = i \land \text{at}_{-\ell_1,2}[i]) \quad \text{for } i > 1
\end{align*}
\]

### 3.3 Validating the Premises

Having computed internally the auxiliary constructs, and checking the invariance of \( \varphi \), it only remains to check that the six premises of rule \textsc{DistRank} are all valid for any value of \( N \). Here we use the small model theorem stated in Claim 2.2 which allows us to check their validity for all values of \( N \leq N_0 \) for the cutoff value of \( N_0 \) which is specified in the theorem. First, we have to ascertain that all premises have the required AE form. For auxiliary constructs of the form we have stipulated in this Section, this is straightforward. Next, we consider the value of \( N_0 \) required in each of the premises, and take the maximum. Note that once \( \varphi \) is known to be inductive, we can freely add it to the left-hand-side of each premise, which we do for the case of Premises D5 and D6 that, unlike others, do not include any inductive component.
Usually, the most complicated premise is D2 and this is the one which determines the value of $N_0$. For program token-ring, this premise has the form (where we renamed the quantified variables to remove any naming conflicts):

$$((\forall a. \text{pend}(a)) \land (\exists i, i_1 \forall j, j_1, \psi(i, i_1, j, j_1))) \rightarrow r' \lor (\forall c. \text{pend}(c)),$$

which is logically equivalent to

$$\forall i, i_1, c \exists a, j, j_1. \left( \text{pend}(a) \land \psi(i, i_1, j, j_1) \rightarrow r' \lor \text{pend}(c) \right)$$

The index variables which are universally quantified or appear free in this formula are $\{i, i_1, c, tloc, 1, N\}$ whose count is 6. It is therefore sufficient to take $N_0 = 6$. Having determined the size of $N_0$, it is straightforward to compute the premises of $S(N)$ for all $N \leq N_0$ and check that they are valid, using BDD symbolic methods.

The same form of auxiliary constructs can be used in order to automatically verify algorithm bakery(N), for every $N$. However, this requires the introduction of an auxiliary variable $\text{min_id}$ into the system, which is the index of the process which holds the ticket with minimal value. In a future work we will present an extension of the method which enables us to verify bakery with no additional auxiliary variables.

### 4 Cases Requiring an Existential Invariant

In some cases, assertions of the form $\forall i. u(i)$ are insufficient for capturing all the relevant features of the constructs $\varphi^A$ and $\text{pend}^A$, and we need to consider assertions of the form $\forall i. u(i) \land \exists j. e(j)$. Consider, for example, program channel-ring, presented in Fig. 3.

<table>
<thead>
<tr>
<th>in</th>
<th>$N$ : natural where $N &gt; 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{chan} : \text{array}[1..N]$ of boolean where chan[i] = (i = 2)</td>
<td></td>
</tr>
<tr>
<td>loop forever do</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td></td>
</tr>
<tr>
<td>$i = 1$</td>
<td></td>
</tr>
<tr>
<td>$P[i] ::$</td>
<td></td>
</tr>
<tr>
<td>$[\ell_0 : \text{if chan[i] then (chan[i], chan[i] \oplus N, 1)] := (0, 1)]$</td>
<td></td>
</tr>
<tr>
<td>$\ell_1 : \text{go to } {\ell_0, \ell_1}$</td>
<td></td>
</tr>
<tr>
<td>$\ell_2 : \text{Critical}$</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 3. Program channel-ring**

In this program the location of the token is identified by the index $i$ such that $\text{chan}[i] = 1$. Computing the universal invariant according to the previous methods we obtain $\varphi^A : \forall i. (\text{at}_{\ell_0, 1} \lor \text{chan}[i])$, which is inductive but insufficient in order to establish the existence of a helpful transition for every pending state.

Using a recent extension to the invariant-generation method, we can now derive invariants of the form $\forall i. u(i) \land \exists j. e(j)$. Applying this method to the above example, we obtain

$$\varphi^A : \forall i. (\text{at}_{\ell_0, 1} \lor \text{chan}[i]) \land \exists j. \text{chan}[j]$$
Using this extended form of an invariant for both $\varphi^A$ and $pend^A$, we can complete the proof of program CHANNEL-RING using the methods of Section 3.

We provide a sketch of the extension which enables the computation of an invariant such as $\forall i. u(i) \land \exists j. e(j)$. As before, we pick a value $N_0$, instantiate $S(N_0)$ and use the “invisible invariant” method to derive an inductive assertion $\forall i. u(i)$. As part of this computation we also compute $reach_c$ which captures all the states reachable in $S(N_0)$. Since we believe that there is still an existential invariant as part of $reach_c$, the assertion $\forall i. u(i)$ must be a strict over-approximation of $reach_c$. Below, we list the sequence of steps we take in order to isolate the assertion $e(j)$. On the right of this sequence of steps, we list the results of these computations for the case that $reach_c$ equals precisely the conjunction $\bigwedge_{i=1}^{N_0} u(i) \land \bigvee_{j=1}^{N_0} e(j)$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Results when $reach_c = \bigwedge_{i} u(i) \land \bigvee_{j} e(j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1 := \bigwedge_{i} u(i) \land \neg \text{reach}_c$</td>
<td>$\alpha_1 = \bigwedge_{i} u(i) \land \bigvee_{j} \neg e(j)$</td>
</tr>
<tr>
<td>$\alpha_2 := \alpha_1 [1 \rightarrow k]$</td>
<td>$\alpha_2 = u(k) \land \neg e(k)$</td>
</tr>
<tr>
<td>$\alpha_3 := \neg \alpha_2$</td>
<td>$\alpha_3 = u(k) \rightarrow e(k)$</td>
</tr>
</tbody>
</table>

Thus, we compute $\exists k. \alpha_3(k)$ as the candidate for an existential invariant. Note that, while we did not succeeded in precisely isolating $e(k)$, we computed instead the implication $e(k) \rightarrow u(k)$ and, since $\forall i. u(i)$ is invariant, and the index range in nonempty, $\exists k. e(k)$ is invariant iff $\exists k. e(k) \rightarrow u(k)$ is.

This technique of obtaining an existential conjunct to an auxiliary assertion can be used for other auxiliary constructs. Applying the method of invisible ranking, with the new addition, to program CHANNEL-RING and the response property $at_\ell[1] \Rightarrow \Diamond at_\ell[2][1]$, we obtain, for example, $pend^A : at_\ell[1][1] \land \varphi^A$, and for $i > 1$, $h^A[i] : \exists j \leq i. chan[j] \land at_\ell[i][1] \land at_\ell[1][1]$. Thus, Premise D3 becomes:

$$at_\ell[1][1] \land \forall i. (at_\ell[0,1] \lor chan[i]) \land \exists j. chan[j] \rightarrow at_\ell[1][1] \land \exists j. chan[j]$$

which is obviously valid.

5 The Bakery Algorithm

As the final example of the application of the invisible-ranking method we consider program BAKERY, presented in Fig. 4. This version is a variant of Lamport’s original Bakery Algorithm that offers a solution of the mutual exclusion problem for any $N$ processes. The operation “$y := \text{maximal value to } y[i]$ while preserving order of elements” is defined by

$$\forall j, k : y'[j] < y'[i] \land (y[j] = 0 \leftrightarrow y'[j] = 0) \land (y[j] < y[k] \leftrightarrow y'[j] < y'[k])$$

where $i, j$, and $k$ are mutually distinct. This assignment is in general non-deterministic. Here, $\pi$, the program location array, is of type $\text{index} \mapsto \text{bool}$, and $y$, the “ticket” array, is of type $\text{index} \mapsto \text{par_data}$.

The program contains the auxiliary variable $min_id$ which is expected to hold the index of a process whose $y$ value is minimal among all the positive $y$-values. The maintaining construct implies that this variable is updated, if necessary, whenever some
For $y$ variables change their values. Already in [20] we pointed out that in some cases, it is necessary to add auxiliary variables in order to find inductive assertions with fewer indices. This version of BAKERY illustrates the case that such auxiliary variables may also be needed in the case of the invisible ranking method.

The property we wish to verify for this parameterized system is $\text{at}_1[z] \implies \Diamond \text{at}_3[z]$ which implies accessibility for an arbitrary process $P[z]$.

Having the auxiliary variable $\text{min}_id$ as part of the system variables, we can proceed with the computation of the auxiliary constructs following the recipes explained in Section 3: After some simplifications, we can present the automatically derived constructs as follows:

$$
\varphi_A : \forall i : (\text{at}_1[i] \leftrightarrow y[i] = 0) \land (\text{at}_3[i] \rightarrow \text{min}_id = i) \land \forall i \neq j : \left( (\text{min}_id = i \rightarrow y[j] > y[i] \land y[i] \neq 0 \lor y[j] = 0) \land (y[i] = y[j] \rightarrow y[i] = 0) \right)
$$

$$
\text{pend}_A : \varphi_A \land \text{at}_1[z] \land \text{at}_2[z] \land \text{min}_id = z
$$

$$
(h_{\ell}[j])_A : \left( \begin{array}{c}
1 \text{ at}_1[z] \\
2 \text{ at}_2[z] \land \text{min}_id = z \\
3 \text{ 0} \\
4 \text{ 0}
\end{array} \right)
$$

$$
(\delta_{\ell}[j])_A : \left( \begin{array}{c}
1 \text{ at}_1[z] \\
2 \text{ at}_1[z] \lor \text{at}_2[z] \land \text{at}_2[j] \land y[z] > y[j] \\
3 \text{ 0} \\
4 \text{ 0}
\end{array} \right)
$$

Using these derived auxiliary constructs, we can verify the validity of the premises of rule DistRANK over $S(5)$ and conclude that the property of accessibility holds for every value of $N$. 

Fig. 4. Program BAKERY
6 Conclusion and Future Work

The paper showed how to extend the method of invisible invariants to a fully automatic proof of parameterized systems $S(N)$ for any value of $N$. We presented rule DistRANK, a distributed ranking proof rule that allows an automatic computation of helpful assertions and ranking functions, which can be also automatically validated.

The current method only deals with helpful assertions which depend on a single parameter. In a future work, we plan to present a rule which enables us to deal with helpful assertions of the form $h_i : \forall j \neq i. \psi(i, j)$, and extend its applicability to systems with strong fairness requirements.
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Abstract. We present an automated method for proving the termination of an unnested program loop by synthesizing linear ranking functions. The method is complete. Namely, if a linear ranking function exists then it will be discovered by our method. The method relies on the fact that we can obtain the linear ranking functions of the program loop as the solutions of a system of linear inequalities that we derive from the program loop. The method is used as a subroutine in a method for proving termination and other liveness properties of more general programs via transition invariants; see [PR03].

1 Introduction

The verification of termination and other liveness properties of programs is a difficult problem. It requires the discovery of invariants and ranking functions to prove the termination of program loops.

We present a complete and efficient method for the synthesis of linear ranking functions for unnested program loops whose guards and update statements use linear arithmetic expressions. We have implemented the method. Preliminary experiments show that the method is efficient not only in theory but also in practice.

Roughly, the method works as follows. Given a program loop for which we want to find a linear ranking function, we construct a corresponding system of linear inequalities over rationals. As we show, the solutions of this system encode the linear ranking functions of the program loop. That is, we can check the existence of a linear ranking function by constraint solving. If it exists, a linear ranking function can be constructed from a solution of the system of linear inequalities, a solution that we obtain by constraint solving. If the system has no solutions then (and only then) a linear ranking function does not exist. As a consequence of our approach, one can use existing highly-optimized tools for linear programming as the engine in a complete method (to our knowledge the first) for the synthesis of linear ranking functions.

We admit unnested program loops with nondeterministic update statements. This is potentially useful to model read statements. It is strictly required in the context where we employ our method, described next.

In a work described elsewhere [PR03], we show that one can reduce the test of termination and other liveness properties (in the presence of fairness
assumptions) to the test of termination of unnested program loops. That is, we use the algorithm described in this paper as a subroutine in the software model checking method for liveness properties via transition invariants proposed in [PR03]. The experiments that we present in this paper stem from this context.

2 Unnested Program Loops

We formalize the notion of unnested program loops by a class of programs that are built using a single “while” statement and that satisfy the following conditions:

– the loop condition is a conjunction of atomic propositions,
– the loop body may only contain update statements,
– all update statements are executed simultaneously.

We call this class simple while programs. Pseudo-code notation for the programs of this class is given below.

\[\text{while } (\text{Cond}_1 \text{ and } \ldots \text{ and } \text{Cond}_m) \text{ do} \]

Simultaneous Updates

\[\text{od}\]

We consider the subclass of simple while programs built using linear arithmetic expressions over program variables.

**Definition 1.** A linear arithmetic simple while (LASW) program over the tuple of program variables \(x = (x_1, \ldots, x_n)\) is a simple while program such that:

– program variables have integer domain,
– every atomic proposition in the loop condition is a linear inequality over (unprimed) program variables:

\[c_1x_1 + \cdots + c_nx_n \leq c_0,\]

– every update statement is a linear inequality over unprimed and primed program variables

\[a'_1x'_1 + \cdots + a'_nx'_n \leq a_1x_1 + \cdots + a_nx_n + a_0.\]

Note that we allow the left-hand side of an update statement to be a linear expression over program variables, and that an update can be nondeterministic, e.g., \(x' + y' \leq x + 2y - 1\). This is necessary, because we use simple while programs, and LASW programs in particular, to approximate the transitive closure of a transition relation (see Section 4).

We define a program state to be a valuation of program variables. The set of all program states is called the program domain. The transition relation denoted by the loop body of an LASW program is the set of all pairs of program states \((s, s')\) such that the state \(s\) satisfies the loop condition, and \((s, s')\) satisfies
each update statement. A trace is a sequence of states such that each pair of consecutive states belongs to the transition relation of the loop body.

We observe that the transition relation of a LASW program can be expressed by a system of inequalities over unprimed and primed program variables. The translation procedure is straightforward. For the rest of this paper, we assume that an LASW program over the tuple of program variables $x = (x_1, \ldots, x_n)$ (treated as a column vector) can be represented by the system

$$ (AA')(x) \leq b $$

of inequalities. We identify an LASW program with the corresponding system of inequalities.

**Example 1.** The following program loop with nondeterministic updates

```
while (i - j ≥ 1) do
    (i, j) := (i - Nat, j + Pos)
od
```

is represented by the following system of inequalities.

$$ -i + j \leq -1 $$
$$ -i + i' \leq 0 $$
$$ j - j' \leq -1 $$

Note that the relations between program variables denoted by the nondeterministic update statements $i := i - Nat$ and $j := j + Pos$, where $Nat$ and $Pos$ stand for any nonnegative and positive integer number respectively, can be expressed by the inequalities $i' \leq i$ and $j' \geq j + 1$.

## 3 The Algorithm

We say that a simple while program is terminating if the program domain is well-founded by the transition relation of the loop body of the program, i.e., if there is no infinite sequence $\{s_i\}_{i=1}^{\infty}$ of program states such that each pair $(s_i, s_{i+1})$, where $i \geq 1$, is an element of the transition relation.

The following theorem allows us to use linear programming over rationals to test the existence of a linear ranking function, and thus to test a sufficient condition for termination of LASW programs. The corresponding algorithm is shown in Figure 1.

**Theorem 1.** A linear arithmetic simple while program given by the system $(AA')(\begin{bmatrix} x \\ x' \end{bmatrix}) \leq b$ is terminating if there exist nonnegative vectors over rationals
input program \((AA')(\bar{x}) \leq b\)

begin
    if exists rational-valued \(\lambda_1\) and \(\lambda_2\) such that
    \[
    \begin{align*}
    \lambda_1, \lambda_2 & \geq 0 \\
    \lambda_1 A' & = 0 \\
    (\lambda_1 - \lambda_2)A & = 0 \\
    \lambda_2(A + A') & = 0 \\
    \lambda_2 b & < 0
    \end{align*}
    \]
    then
    return(“Program Terminates”)
    else
    return(“Linear ranking function does not exist”)
end.

Given \(\lambda_1\) and \(\lambda_2\), solutions of the systems above, define
\[
\begin{align*}
r & \overset{\text{def}}{=} \lambda_2 A', \\
\delta_0 & \overset{\text{def}}{=} -\lambda_1 b, \\
\delta & \overset{\text{def}}{=} -\lambda_2 b
\end{align*}
\]
A linear ranking function \(\rho\) is defined by
\[
\rho(x) \overset{\text{def}}{=} \begin{cases} 
rx & \text{if exists } x' \text{ such that } (AA')(\bar{x}') \leq b, \\
\delta_0 - \delta & \text{otherwise.}
\end{cases}
\]

Fig. 1. Termination Test and Synthesis of Linear Ranking Functions.

\(\lambda_1\) and \(\lambda_2\) such that the following system is satisfiable.

\[
\begin{align*}
\lambda_1 A' & = 0 \\
(\lambda_1 - \lambda_2)A & = 0 \\
\lambda_2(A + A') & = 0 \\
\lambda_2 b & < 0
\end{align*}
\]

Proof. Let the pair of nonnegative (row) vectors \(\lambda_1\) and \(\lambda_2\) be a solution of the system \((1a)–(1d)\). For every \(x\) and \(x'\) such that \((AA')(\bar{x}') \leq b\), by assumption that \(\lambda_1 \geq 0\), we have \(\lambda_1(AA')(\bar{x}') \leq \lambda_1 b\). We carry out the following sequence of transformations.

\[
\begin{align*}
\lambda_1(Ax + A'x') & \leq \lambda_1 b \\
\lambda_1 Ax + \lambda_1 A'x' & \leq \lambda_1 b \\
\lambda_1 Ax & \leq \lambda_1 b & \text{by (1a)} \\
\lambda_2 Ax & \leq \lambda_1 b & \text{by (1b)} \\
-\lambda_2 A'x & \leq \lambda_1 b & \text{by (1c)}
\end{align*}
\]
From the assumption $\lambda_2 \geq 0$ follows $\lambda_2(AA')(\frac{x}{x'}) \leq \lambda_2 b$. Then, we continue with

$$
\begin{align*}
\lambda_2(Ax + A'x') &\leq \lambda_2 b \\
\lambda_2 Ax + \lambda_2 A'x' &\leq \lambda_2 b \\
-\lambda_2 A'x + \lambda_2 A'x' &\leq \lambda_2 b
\end{align*}
$$

We define $r \triangleq \lambda_2 A'$, $\delta_0 \triangleq -\lambda_1 b$, and $\delta \triangleq -\lambda_2 b$. Then, we have $rx \geq \delta_0$ and $rx' \leq rx - \delta$ for all $x$ and $x'$ such that $(AA')(\frac{x}{x'}) \leq b$. Due to (1d) we have $\delta > 0$.

We define a function $\rho$ as shown in Figure 1. Any program trace induces a strictly descending sequence of values under $\rho$ that is bounded from below, and the difference between two consecutive values is at least $\delta$. Since no such infinite sequence exists, the program is terminating. \( \Box \)

The theorem above states a sufficient condition for termination. We observe that if the condition applies then a linear ranking function, i.e., a linear arithmetic expression over program variables which maps program states into a well-founded domain, exists. The following theorem states that our termination test is complete for the programs with linear ranking functions.

**Theorem 2.** If there exists a linear ranking function for the linear arithmetic simple while program with nonempty transition relation then the termination condition of Theorem 1 applies.

**Proof.** Let the vector $r$ together with the constants $\delta_0$ and $\delta > 0$ define a linear ranking function. Then, for all pairs $x$ and $x'$ such that $(AA')(\frac{x}{x'}) \leq b$ we have $rx \geq \delta_0$ and $rx' \leq rx - \delta$.

By the non-emptiness of the transition relation, the system $(AA')(\frac{x}{x'}) \leq b$ has at least one solution. Hence, we can apply the ‘affine’ form of Farkas’ lemma (in [Sch86]), from which follows that there exists $\delta_0'$ and $\delta'$ such that $\delta_0' \geq \delta_0$, $\delta' \geq \delta$, and each of the inequalities $-rx \leq -\delta_0'$ and $-rx + rx' \leq -\delta'$ is a nonnegative linear combination of the inequalities of the system $(AA')(\frac{x}{x'}) \leq b$. This means that there exist nonnegative rational-valued vectors $\lambda_1$ and $\lambda_2$ such that

$$
\begin{align*}
\lambda_1(AA')(\frac{x}{x'}) &= -rx \\
\lambda_1 b &= -\delta_0'
\end{align*}
$$

and

$$
\begin{align*}
\lambda_2(AA')(\frac{x}{x'}) &= -rx + rx' \\
\lambda_2 b &= -\delta'.
\end{align*}
$$

After multiplication and simplification we obtain

$$
\begin{align*}
\lambda_1 A &= -r & \lambda_1 A' &= 0 \\
\lambda_2 A &= -r & \lambda_2 A' &= r,
\end{align*}
$$

from which equations (1a)–(1c) follow directly. Since $\delta' \geq \delta > 0$, we have $\lambda_2 b < 0$, i.e., the equation (1d) holds. \( \Box \)
The following corollary is an immediate consequence of Theorems 1 and 2.

**Corollary 1.** Existence of linear ranking functions for linear arithmetic simple while programs with nonempty transition relation is decidable in polynomial time.

Not every LASW program has a linear ranking function (see the following example).

**Example 2.** Consider the following program.

```plaintext
while (x ≥ 0) do
  x := −2x + 10
od
```

The program is terminating, but it does not have a linear ranking function. For termination proof consider the following ranking function into the domain \{0, \ldots, 3\} well-founded by the less-than relation <.

\[
\rho(x) \overset{\text{def}}{=} \begin{cases} 
1 & \text{if } x \in \{0, 1, 2\}, \\
2 & \text{if } x \in \{4, 5\}, \\
3 & \text{if } x = 3, \\
0 & \text{otherwise}.
\end{cases}
\]

It can be easily tested that the system (1a)–(1d) is not satisfiable for the LASW program

\[
\begin{pmatrix} -1 & 0 \\ 2 & 1 \\ -2 & -1 \end{pmatrix} \begin{pmatrix} x \\ x' \end{pmatrix} \leq \begin{pmatrix} 0 \\ 10 \\ -10 \end{pmatrix}.
\]

By Theorem 2, this implies that no linear ranking function exists for the program above. \(\square\)

The following example illustrates an application of the algorithm based on Theorem 1.

**Example 3.** We prove termination of the LASW program from Example 1. The program translates to the system \((AA')(x) \leq b\), where:

\[
A \overset{\text{def}}{=} \begin{pmatrix} -1 & 1 \\ -1 & 0 \\ 0 & 1 \end{pmatrix}, \quad A' \overset{\text{def}}{=} \begin{pmatrix} 0 & 0 \\ 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

\[
x \overset{\text{def}}{=} \begin{pmatrix} i \\ j \end{pmatrix}, \quad b \overset{\text{def}}{=} \begin{pmatrix} -1 \\ 0 \\ -1 \end{pmatrix}.
\]
Let $\lambda_1 = (\lambda'_1, \lambda'_2, \lambda'_3)$ and $\lambda_2 = (\lambda''_1, \lambda''_2, \lambda''_3)$. The system (1a)–(1d) is feasible, it has the following solutions:

\[
\begin{align*}
\lambda'_2 &= \lambda'_3 = \lambda''_1 = 0, \\
\lambda'_1 &= \lambda''_2 = \lambda''_3, \\
\lambda'_1, \lambda''_2, \lambda''_3 &> 0.
\end{align*}
\]

Since the system is feasible the program is terminating. We construct a linear ranking function following the algorithm in Figure 1. We define $r \overset{\text{def}}{=} \lambda_2 A'$, $\delta_0 \overset{\text{def}}{=} -\lambda_1 b$, and $\delta \overset{\text{def}}{=} -\lambda_2 b$, and obtain $r = (\lambda'_1 - \lambda'_1)$, $\delta_0 = \delta = \lambda'_1$. Taking $\lambda'_1 = 1$ we obtain the following ranking function.

\[
\rho(i, j) = \begin{cases} i - j & \text{if } i - j \geq 1, \\ 0 & \text{otherwise}. \end{cases}
\]

4 Application to General Programs

In this section we illustrate how our method for proving termination of program loops can be used in the software model checking method for liveness properties via transition invariants proposed in [PR03]. That method applies to general-purpose programs (imperative, concurrent, ...); it is different from other approaches to special classes of infinite-state systems, e.g. [BS99]. We then provide experimental results obtained by applying the transition invariants approach for proving termination of singular value decomposition program.

Software model checking for liveness properties is a new approach for the automated verification of liveness properties of infinite-state systems by the computation of transition invariants. A transition invariant is an over-approximation of the transitive closure of the transition relation of the system. The presentation of a transition invariant as nothing but a finite set of unnested program loops. One can characterize the validity of a liveness property via the existence of transition invariants [PR03]. Namely, the liveness property is valid if each of the unnested program loops is terminating.

That is, the general method for the verification of liveness properties described in [PR03] is parameterized by an algorithm that tests whether each unnested program loop in the transition invariant is terminating, i.e., a procedure implementing a termination test for simple while programs.

Proving termination of simple while programs built using linear arithmetic expressions is required for the verification of a large class of software systems, e.g., liveness properties for mutual exclusion protocols (bakery, ticket), termination proofs of imperative programs (sorting algorithms, numerical algorithms dealing with matrices).

4.1 Sorting Program

This example illustrates the approach from [PR03] and the role of simple while programs.
We consider the program shown in Figure 2 implementing a sorting algorithm. For legibility, we concentrate on the skeleton shown on the right, which consists of the statements $\text{st1}$, $\text{st2}$, $\text{st3}$.

```
int n,i,j,A[n];
i=n;
l1: while (i>=0) {
  j=0;
l2: while (j<=i-1) {
    if (A[j]>=A[j+1])
      swap(A[j],A[j+1]);
    j=j+1;
  }
i=i-1;
}
l1: if (i>=0) j=0;
l2: if (i-j>=1) {
  j=j+1;
goto l2;
} else {
  i=i-1;
goto l1;
}
```

![Fig. 2. Sorting program and its skeleton.](image)

We read, for example, the first program statement as: if the current program location is labeled by $l1$ and the “if” condition is satisfied then update the variables according to the update expressions and change the current label label to $l2$. Note that the updates are performed simultaneously (“concurrent” assignments in [Dij76]).

Each of the ‘simple’ programs below must be read as a one-line program.

```
l1: if (true) { (i,j):=(Any,Any); goto l2; } /* a1 */
l2: if (true) { (i,j):=(Any,Any); goto l1; } /* a2 */
l1: if (i>=0) { (i,j):=(i-Pos,Any); goto l1; } /* a3 */
l2: if (i>=0) { (i,j):=(i-Pos,Any); goto l2; } /* a4 */
l2: if (i-j>=1) { (i,j):=(i-Nat,j+Pos); goto l2; } /* a5 */
```

Note the nondeterministic update expressions, e.g., after execution of $i:=\text{Any}$ the value of variable $i$ could by any integer, the update $i:=i-\text{Pos}$ decrements the value of $i$ by at least one.

We notice that $\text{st1}$ is approximated by $a1$, $\text{st2}$ by $a5$ and $\text{st3}$ by $a2$. This means that every transition induced by execution of the statement $\text{st1}$ can also be achieved executing a single step of $a1$. In fact, every sequence of program statements is approximated by one of $a1, \ldots, a5$. We say that the set $\{a1, \ldots, a5\}$ is a transition invariant in our terminology.
For example, every sequence of program statements that leads from 12 to 12 is approximated by \( a4 \) if it passes through 11, and by \( a5 \) otherwise. The following table assigns to each ‘simple’ program the set of sequences of program statements that it approximates. All non-assigned sequences are not feasible.

\[
\begin{array}{c}
\text{\(a1\)} & \text{\(st1(st2|st3st1)^*\)} \\
\text{\(a2\)} & \text{\(st2(st3st1)^*st3\)} \\
\text{\(a3\)} & \text{\(st1(st2|st3st1)^*st3\)} \\
\text{\(a4\)} & \text{\((st2|st3st1)^*st3st1(st2|st3st1)^*\)} \\
\text{\(a5\)} & \text{\(st2^+\)}
\end{array}
\]

According to the formal development in [PR03], the transition invariant above is ‘strong enough’ to prove termination, which means: each of its ‘simple’ programs, viewed in isolation, is terminating.

Termination is obvious for ‘simple’ programs that do not refer to a loop in the control flow graph, like the ‘simple’ programs \( a1 \) and \( a2 \). The ‘simple’ programs of the form

\[
\text{ln: if (cond) \{ updates; goto ln; \}}
\]

translate to a while loop

\[
\text{ln: while (cond) \{ updates; \}.}
\]

The ‘simple’ programs that translate to a while loop are in fact simple while programs whose termination proofs we study in this paper.

Next, we describe an application of the transition invariants method with termination test in Figure 1 as a subroutine for checking whether a transition invariant is strong enough. We prove termination of a program implementing singular value decomposition algorithm.

### 4.2 Program with Unbounded Nondeterminism

We consider the program shown in Figure 3. It has a nondeterministic choice at the location labeled by 1. The value of the variable \( y \) is chosen nondeterministically in the first branch. Termination proof for this program requires a lexicographic ranking function. The program translates to the statements \( st1 \) and \( st2 \):

\[
\begin{align*}
1: \text{if (x>=0) \{ (x,y):=(x-1,Any); goto 1; \} /* st1 */} \\
1: \text{if (y>=0) \{ (x,y):=(x,y-1); goto 1; \} /* st2 */}
\end{align*}
\]

The transition invariant computed by our tool consists of the following ‘simple’ programs.

\[
\begin{align*}
1: \text{if (x>=0) \{ (x,y):=(x-Pos,Any); goto 1; \} /* a1 */} \\
1: \text{if (y>=0) \{ (x,y):=(Any,y-Pos); goto 1; \} /* a2 */}
\end{align*}
\]
int x, y;

l: if (*) {
    if (x>=0) {
        x--; read(y);
    }
} else {
    if (y>=0) y--;
}
goto l:

if (x>=0) {
    x--; read(y);
}

if (y>=0) y--;

Fig. 3. Program with unbounded nondeterminism.

Both ‘simple’ programs, viewed in isolation, are terminating. Hence, the program with unbounded nondeterminism, shown in Figure 3 is terminating.

4.3 Singular Value Decomposition Program

We considered an algorithm for constructing the singular value decomposition (SVD) of a matrix. SVD is a set of techniques for dealing with sets of equations or matrices that are either singular or numerically very close to singular [PTVF92]. A matrix $A$ is singular if it does not have a matrix inverse $A^{-1}$ such that $AA^{-1} = I$, where $I$ is the identity matrix.

Singular value decomposition of the matrix $A$ whose number of rows $m$ is greater or equal to its number of columns $n$ is of the form

$$A = UWV^T,$$

where $U$ is an $m \times n$ column-orthogonal matrix, $W$ is an $n \times n$ diagonal matrix with positive or zero elements (called singular values), and the transpose matrix of an $n \times n$ orthogonal matrix $V$. Orthogonality of the matrices $U$ and $V$ means that their columns are orthogonal, i.e.,

$$U^TU = VV^T = I.$$

The SVD decomposition always exists, and is unique up to permutation of the columns of $U$, elements of $W$ and columns of $V$, or taking linear combinations of any columns of $U$ and $V$ whose corresponding elements of $W$ are exactly equal.

SVD can be used in numerically difficult cases for solving sets of equations, constructing an orthogonal basis of a vector space, or for matrix approximation [PTVF92].

We proved termination of a program implementing the SVD algorithm based on a routine described in [GVL96]. The program was taken from [PTVF92]. It is written in C and contains 163 lines of code with 42 loops in the control-flow graph, nested up to 4 levels.
We used our transition invariant generator to compute a transition invariant for the SVD program. Proving the transition invariant to be strong enough required testing termination of 219 LASW programs.

We applied our implementation of the algorithm on Figure 1, which was done in SICStus Prolog [Lab01] using the built-in constraint solver for linear arithmetic [Hol95]. Proving termination required 800 ms on a 2.6 GHz Xeon computer running Linux, which is in average 3.6 ms per each LASW program.

5 Related Work

The verification of termination and other liveness properties of programs requires the discovery of invariants as well as of ranking functions to prove the termination of program loops. Here, we relate our work not to methods for the automated discovery of invariants (see e.g. [Kar76,CH78,BBM97]), but to the more closely related topic of methods for the automated synthesis of ranking functions, a topic that has received increasing attention in the last years [GCGL02,CS01,DGG00,Mes96,MN01,CS02,SG91].

As a first general remark, a major difference between our work and all the others lies in the fact that we obtain a completeness result.

A heuristic-based approach for discovery of ranking functions is described in [DGG00]. It inspects the program source code for ranking function candidates. This method restricted to programs where the ranking function is exhibited already in the source code.

The algorithm in [CS01] extracts a linear ranking function of an unnested program loop by manipulating polyhedral cones; these represent the transition relation of the loop and the loop invariant. Their approach depends on the strength of the invariant generator, which they call in a subroutine to propose bounded linear arithmetic expression. The algorithm requires exponential space in the worst case. A generalization of that algorithm described in [CS02] for programs with complex control structures detects linear ranking functions for strongly connected components in the control-flow graph of more general programs. In both cases the algorithm is restricted to bounded nondeterminism. Moreover, it cannot handle loops with non-monotonic decrease, such as in while (x>=0) {x=x+1; x=x-1; }.

The method for discovery of nonnegative linear combinations of bound argument sizes for proving termination of logic programs in [SG91] relies on automatically inferred inter-argument constraints. The duality theory of linear programming is applied to discover combinations that decrease during top-down execution of recursive rules; the determined combinations are bounded from below since argument sizes are always positive. This method was applied for inferring termination of constraint logic programs [Mes96], and in systems for inferring termination of logic programs [MN01,GCGL02]. Carried over into the context of imperative program loops, the inference of inter-argument constraints corresponds to calls to the invariant generator, as in [CS01]; the same restrictions as mentioned above apply.
6 Conclusion

We have presented the to our knowledge first complete algorithm for the synthesis of linear ranking functions for a small but natural and well-motivated class of programs, namely, unnested program loops built using linear arithmetic expressions (LASW programs). The method is guaranteed to find a linear ranking function, and therefore to prove termination, if a linear ranking function exists. The existence of a linear ranking function for an LASW program is equivalent to the satisfiability of the system of linear inequalities derived from the program.

The termination check for LASW programs is a subroutine in the automated method for the verification of termination and other liveness properties of general-purpose programs via the computation of transition invariants [PR03].

We have implemented the proposed algorithm using an efficient implementation of a solver for linear programming over rationals [Hol95]. We applied our implementation to prove termination of a singular value decomposition program, which required termination proofs for 219 LASW programs. This and other experiments indicate the practical potential of the algorithm.

Considering future work, we would like to find a characterization of LASW programs that do always have linear ranking functions, i.e., for which our algorithm decides termination. Another direction of work is to handle unnested program loops built using expressions other than linear arithmetic.
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Abstract. This paper shows how to achieve, under certain conditions, abstract-interpretation algorithms that enjoy the best possible precision for a given abstraction. The key idea is a simple process of successive approximation that makes repeated calls to a decision procedure, and obtains the best abstract value for a set of concrete stores that are represented symbolically, using a logical formula.

1 Introduction

Abstract interpretation \cite{6} is a well-established technique for automatically proving certain program properties. In abstract interpretation, sets of program stores are represented in a conservative manner by abstract values. Each program statement is given an interpretation over abstract values that is conservative with respect to its interpretation over corresponding sets of concrete stores; that is, the result of “executing” a statement must be an abstract value that describes a superset of the concrete stores that actually arise. This methodology guarantees that the results of abstract interpretation overapproximate the sets of concrete stores that actually arise at each point in the program.

In \cite{7}, it is shown that, under certain reasonable conditions, it is possible to give a specification of the most-precise abstract interpretation for a given abstract domain. For a Galois connection defined by abstraction function $\alpha$ and concretization function $\gamma$, the best abstract post operator for transition $\tau$, denoted by $\text{Post}^\#[\tau]$, can be expressed in terms of the concrete post operator for $\tau$, $\text{Post}[\tau]$, as follows:

$$\text{Post}^\#[\tau] = \alpha \circ \text{Post}[\tau] \circ \gamma.$$  \hspace{1cm} (1)

This defines the limit of precision obtainable using a given abstraction. However, Eqn. (1) is non-constructive; it does not provide an algorithm for finding or applying $\text{Post}^\#[\tau]$.

Graf and Saïdi \cite{11} showed that decision procedures can be used to generate best abstract transformers for abstract domains that are fixed, finite, Cartesian products of Boolean values. (The use of such domains is known as predicate abstraction; predicate abstraction is also used in SLAM \cite{2} and other systems \cite{8,12}.) The work presented in this paper shows how some of the benefits enjoyed by applications that use the predicate-abstraction approach can also be enjoyed by applications that use abstract domains other than predicate-abstraction domains. In particular, this paper’s results apply to arbitrary finite-height abstract domains, not just to Cartesian products of Booleans. For example, it applies to the abstract domains used for constant propagation and common-subexpression elimination \cite{14}. When applied to a predicate-abstraction domain, the method has the same worst-case complexity as the Graf-Saïdi method.

To understand where the difficulties lie, consider how they are addressed in predicate abstraction. In general, the result of applying $\gamma$ to an abstract value $l$ is an infinite set...
of concrete stores; Graf and Saïdi sidestep this difficulty by performing \( \gamma \) symbolically, expressing the result of \( \gamma(l) \) as a formula \( \varphi \). They then introduce a function that, in effect, is the composition of \( \alpha \) and \( \text{Post}[\tau] \): it applies \( \text{Post}[\tau] \) to \( \varphi \) and maps the result back to the abstract domain. In other words, Eqn. (1) is recast using two functions that work at the symbolic level, \( \hat{\gamma} \) and \( \hat{\alpha}\text{Post}[\tau] \), such that \( \hat{\alpha}\text{Post}[\tau] \circ \hat{\gamma} = \alpha \circ \text{Post}[\tau] \circ \gamma \).

To provide insight on what opportunities exist as we move from predicate-abstraction domains to the more general class of finite-height lattices, we first address a simpler problem than \( \hat{\alpha}\text{Post}[\tau] \), namely,

How can \( \hat{\alpha} \) be implemented? That is, how can one identify the most-precise abstract value of a given abstract domain that overapproximates a set of concrete stores that are represented symbolically?

We then employ the basic idea used in \( \hat{\alpha} \) to implement our own version of \( \hat{\alpha}\text{Post}[\tau] \).

The contributions of the paper can be summarized as follows:

- The paper shows how some of the benefits enjoyed by predicate abstraction can be extended to arbitrary finite-height abstract domains. In particular, we describe methods for each of the operations needed to carry out abstract interpretation.
- With some logics, the result of applying \( \text{Post}[\tau] \) to a given set of concrete stores (represented symbolically) can also be expressed symbolically, as a formula \( \phi' \). In this case, we can proceed by computing \( \hat{\alpha}(\phi') \). For other logics, however, \( \phi' \) cannot be expressed symbolically without passing to a more powerful logic. For instance,
  - If sets of concrete stores are represented with quantifier-free first-order logic, it may require quantified first-order logic to express \( \text{Post}[\tau] \).
  - If sets of concrete stores are represented with a decidable subset of first-order logic, it may require second-order logic to express \( \text{Post}[\tau] \).

In such situations, the procedure that we give to compute \( \hat{\alpha}\text{Post}[\tau] \) provides a way to compute the best transformer while staying within the original logic.

The remainder of the paper is organized as follows: Sect. 2 motivates the work by presenting an \( \hat{\alpha} \) procedure for a specific finite-height lattice. Sect. 3 introduces terminology and notation. Sect. 4 presents the general treatment of \( \hat{\alpha} \) procedures for finite-height lattices. Sect. 5 discusses symbolic techniques for implementing transfer functions (i.e., \( \hat{\alpha}\text{Post}[\tau] \)). Sect. 6 makes some additional observations about the work. Sect. 7 discusses related work.

## 2 Motivating Examples

This section presents several examples to motivate the work. The treatment here is at a semi-formal level; a more formal treatment is given in later sections. (This section assumes a certain amount of background on abstract interpretation; some readers may find it helpful to consult Sect. 3 before reading this section.)

The example concerns a simple concrete domain: let \( \text{Var} \) denote the set of variables in the program being analyzed; the concrete domain is \( 2^\text{Var} \to \mathbb{Z} \).

\[1 \text{ We use the diacritic } \sim \text{ on a symbol to indicate an operation that either produces or operates on a symbolic representation of a set of concrete stores.} \]
The \(\alpha\) Function for Predicate-Abstraction Domains. One of the virtues of the predicate-abstraction method is that it provides a procedure to obtain a most-precise abstract value, given (a specification of) a set of concrete stores as a logical formula \(\psi\) [11]. We will call this procedure \(\hat{\alpha}_{PA}\); it relies on the aid of a decision procedure, and can be defined as follows:

\[
\hat{\alpha}_{PA}(\psi) = \{B_j \mid \psi \Rightarrow \varphi_j \text{ is valid}\} \cup \{-B_j \mid \psi \Rightarrow \neg \varphi_j \text{ is valid}\} \tag{3}
\]

For instance, suppose that \(\psi\) is the formula \((y = 3) \land (x = 4 \times y + 1)\), which captures the final state of program (2). For \(\hat{\alpha}_{PA}((y = 3) \land (x = 4 \times y + 1))\) to produce the answer \(\{-B_1, B_2, -B_3, -B_4, -B_5, -B_6\}\), the decision procedure must demonstrate that the following formulas are valid:

\[
\begin{align*}
(y = 3) \land (x = 4 \times y + 1) & \Rightarrow \neg (y = 1) & (y = 3) \land (x = 4 \times y + 1) & \Rightarrow \neg (x = 1) \\
(y = 3) \land (x = 4 \times y + 1) & \Rightarrow (y = 3) & (y = 3) \land (x = 4 \times y + 1) & \Rightarrow \neg (x = 3) \\
(y = 3) \land (x = 4 \times y + 1) & \Rightarrow \neg (y = 4) & (y = 3) \land (x = 4 \times y + 1) & \Rightarrow \neg (x = 4)
\end{align*}
\]
domain used in the constant-propagation problem: \((\text{Var} \rightarrow \mathbb{Z}^\top)^\perp\). The abstract value \(\perp\) represents \(\emptyset\); an abstract value such as \([x \mapsto 0, y \mapsto \top, z \mapsto 0]\) represents all concrete stores in which program variables \(x\) and \(z\) are both mapped to 0.\(^2\)

The procedure to implement \(\hat{\alpha}\) for the constant-propagation domain, which we call \(\hat{\alpha}_{\text{CP}}\), is actually an instance of a general procedure for implementing \(\hat{\alpha}\) functions that applies to a family of Galois connections. It is presented in Fig. 1; \(\hat{\alpha}_{\text{CP}}\) is the instance of this procedure in which the return type \(L\) is \((\text{Var} \rightarrow \mathbb{Z}^\top)^\perp\), and “structure” in line [5] means “concrete store”.

\[
\begin{align*}
\text{Fig. 1.} & \quad \text{An algorithm to obtain, with the aid of a decision procedure, a most-precise abstract value that overapproximates a set of concrete stores. In Sect. 2, the return type } L \text{ is } (\text{Var} \rightarrow \mathbb{Z}^\top)^\perp, \text{ and “structure” in line [5] means “concrete store.”} \\
1 & \quad L \ \hat{\alpha}(\text{formula } \psi) \{ \\
2 & \quad \text{ans} := \perp \\
3 & \quad \varphi := \psi \\
4 & \quad \text{while } (\varphi \text{ is satisfiable}) \{ \\
5 & \quad \text{Select a structure } S \text{ such that } S \models \varphi \\
6 & \quad \text{ans} := \text{ans } \sqcup \beta(S) \\
7 & \quad \varphi := \varphi \land \neg \hat{\gamma}(\text{ans}) \\
8 & \} \\
9 & \quad \text{return } \text{ans} \\
10 & \}
\end{align*}
\]

As with procedure \(\hat{\alpha}_{\text{PA}}\), \(\hat{\alpha}_{\text{CP}}\) is permitted to make calls to a decision procedure (see line [5] of Fig. 1). We make one assumption that goes beyond what is assumed in predicate abstraction, namely, we assume that the decision procedure is a satisfiability checker that is capable of returning a satisfying assignment, or, equivalently, that it is a validity checker that returns a counterexample. (In the latter case, the counterexample obtained by calling \(\text{ProveValid}(\neg \varphi)\) is a suitable satisfying assignment.)

The other operations used in procedure \(\hat{\alpha}_{\text{CP}}\) are \(\beta\), \(\sqcup\), and \(\hat{\gamma}\):

- The concrete and abstract domains are related by a Galois connection defined by a representation function \(\beta\) that maps a concrete store \(S \in \text{Var} \rightarrow \mathbb{Z}\) to an abstract value \(\beta(S) \in (\text{Var} \rightarrow \mathbb{Z}^\top)^\perp\). For instance, \(\beta\) maps the concrete store \([x \mapsto 13, y \mapsto 3]\) to the abstract value \([x \mapsto 13, y \mapsto 3]\).

- \(\sqcup\) is the join operation in \((\text{Var} \rightarrow \mathbb{Z}^\top)^\perp\). For instance,

\[
[x \mapsto 0, y \mapsto 43, z \mapsto 0] \sqcup [x \mapsto 0, y \mapsto 46, z \mapsto 0] = [x \mapsto 0, y \mapsto \top, z \mapsto 0].
\]

\(^2\) We write abstract values in Courier typeface (e.g., \([x \mapsto 0, y \mapsto \top, z \mapsto 0]\)), and concrete stores in Roman typeface (e.g., \([x \mapsto 0, y \mapsto 43, z \mapsto 0]\)).
There is an operation $\hat{\gamma}$ that maps an abstract value $l$ to a formula $\hat{\gamma}(l)$ such that $l$ and $\hat{\gamma}(l)$ represent the same set of concrete stores. For instance, we have

$$\hat{\gamma}([x \mapsto 0, y \mapsto T, z \mapsto 0]) = (x = 0) \land (z = 0).$$

The resulting formula contains no term involving $y$ because $y \mapsto T$ does not place any restrictions on the value of $y$.

Operation $\hat{\gamma}$ permits the concretization of an abstract store to be represented symbolically, using a logical formula. This allows sets of concrete stores to be manipulated symbolically, via operations on formulas.

To see how $\hat{\alpha}_{CP}$ works, consider the program

$$\begin{align*}
z &:= 0 \\
x &:= y \ast z
\end{align*}$$

and suppose that $\psi$ is the formula $(z = 0) \land (x = y \ast z)$, which captures the final state of program (4). The following sequence of operations would be performed during the invocation of $\hat{\alpha}_{CP}((z = 0) \land (x = y \ast z))$:

 Initialization: $\begin{align*}
\text{ans} &:= \bot \\
\varphi &:= (z = 0) \land (x = y \ast z) \\
S &:= [x \mapsto 0, y \mapsto 43, z \mapsto 0] \quad \text{// Some satisfying concrete store} \\
\text{ans} &:= \bot \sqcup \beta([x \mapsto 0, y \mapsto 43, z \mapsto 0]) \\
&= [x \mapsto 0, y \mapsto 43, z \mapsto 0] \\
\hat{\gamma}(&\text{ans}) = (x = 0) \land (y = 43) \land (z = 0) \\
\varphi &:= (z = 0) \land (x = y \ast z) \land \neg((x = 0) \land (y = 43) \land (z = 0)) \\
&= (z = 0) \land (x = y \ast z) \land ((x \neq 0) \lor (y \neq 43) \lor (z \neq 0)) \\
&= (z = 0) \land (x = y \ast z) \land (y \neq 43)
\end{align*}$

Iteration 1: $\begin{align*}
S &:= [x \mapsto 0, y \mapsto 46, z \mapsto 0] \quad \text{// Some satisfying concrete store} \\
\text{ans} &:= [x \mapsto 0, y \mapsto 43, z \mapsto 0] \sqcup \beta([x \mapsto 0, y \mapsto 46, z \mapsto 0]) \\
&= [x \mapsto 0, y \mapsto 46, z \mapsto 0] \\
\hat{\gamma}(&\text{ans}) = (x = 0) \land (z = 0) \\
\varphi &:= (z = 0) \land (x = y \ast z) \land (y \neq 43) \land ((x \neq 0) \lor (z \neq 0)) \\
&= ff
\end{align*}$

Iteration 2: $\begin{align*}
S &:= [x \mapsto 0, y \mapsto T, z \mapsto 0] \\
\text{ans} &:= [x \mapsto 0, y \mapsto 46, z \mapsto 0] \\
\hat{\gamma}(&\text{ans}) = (x = 0) \land (z = 0) \\
\varphi &:= (z = 0) \land (x = y \ast z) \land (y \neq 43) \land ((x \neq 0) \lor (z \neq 0)) \\
&= ff
\end{align*}$

Iteration 3: $\begin{align*}
\varphi &\text{ is unsatisfiable} \\
\text{Return value:} &\begin{align*}
[x \mapsto 0, y \mapsto T, z \mapsto 0]
\end{align*}
\end{align*}$

At this point the loop terminates, and $\hat{\alpha}_{CP}$ returns the abstract value $[x \mapsto 0, y \mapsto T, z \mapsto 0]$. In effect, $\hat{\alpha}_{CP}$ has automatically discovered that in the abstract world the best treatment of the multiplication operator is for it to be non-strict in $T$. That is, 0 is a multiplicative annihilator that supersedes $T: 0 = T \ast 0$.

In general, $\hat{\alpha}(\psi)$ carries out a process of successive approximation, making repeated calls to a decision procedure. Initially, $\varphi$ is set to $\psi$ and $\text{ans}$ is set to $\bot$. On each iteration of the loop in $\hat{\alpha}$, the value of $\text{ans}$ becomes a better approximation of the desired answer, and the value of $\varphi$ describes a smaller set of concrete stores, namely, those stores described by $\psi$ that are not, as yet, covered by $\text{ans}$. For instance, at line [7] of Fig. 1 during Iteration 1 of the second example of $\hat{\alpha}_{CP}(\psi)$, $\text{ans}$ has the value $[x \mapsto 0, y \mapsto 43, z \mapsto 0]$, and the update to $\varphi$, $\varphi := \varphi \land \neg\hat{\gamma}(\text{ans})$, sets $\varphi$ to $(z = 0) \land (x = y \ast z) \land (y \neq 43)$. Thus, $\varphi$ describes exactly the stores that are described by $\psi$, but are not, as yet, covered by $\text{ans}$. 
Each time around the loop, \( \hat{\alpha} \) selects a concrete store \( S \) such that \( S \models \varphi \). Then \( \hat{\alpha} \) uses \( \beta \) and \( \sqcup \) to perform what can be viewed as a “generalization” operation: \( \beta \) converts concrete store \( S \) into an abstract store; the current value of \( \text{ans} \) is augmented with \( \beta(S) \) using \( \sqcup \). For instance, at line [6] of Fig. 1 during Iteration 2 of the second example of \( \hat{\alpha}_{CP}(\psi) \), \( \text{ans}'s \) value is changed from \( [x \mapsto 0, y \mapsto 43, z \mapsto 0] \) to \( [x \mapsto 0, y \mapsto 43, z \mapsto 0] \sqcup \beta([x \mapsto 0, y \mapsto 46, z \mapsto 0]) = [x \mapsto 0, y \mapsto \top, z \mapsto 0] \). In other words, the generalization from two possible values for \( y \), 43 and 46, is \( \top \), which indicates that \( y \) may not be a constant at the end of the program.

Fig. 2 presents a sequence of diagrams that illustrate schematically algorithm \( \hat{\alpha} \) from Fig. 1.

### 3 Terminology and Notation

For us, concrete stores are logical structures. The advantage of adopting this outlook is that it allows potentially infinite sets of concrete stores to be represented using formulas.

**Definition 1.** Let \( P = \{p_1, \ldots, p_m\} \) be a finite set of predicate symbols, each with a fixed arity; let \( P_i \) denote the set of predicate symbols with arity \( i \). Let \( C = \{c_1, \ldots, c_n\} \) be a finite set of constant symbols. Let \( F = \{f_1, f_2, \ldots, f_p\} \) be a finite set of function symbols each with a fixed arity; let \( F_i \) denote the set of function symbols with arity \( i \).

A logical structure over vocabulary \( V = \langle P, C, F \rangle \) is a tuple \( S = \langle U, t_p, t_c, t_f \rangle \) in which

- \( U \) is a (possibly infinite) set of individuals.
- \( t_p \) is the interpretation of predicate symbols, i.e., for every predicate symbol \( p \in P_i \), \( t_p(p) \subseteq U^i \) denotes the set of \( i \)-tuples for which \( p \) holds.
- \( t_c \) is the interpretation of constant symbols, i.e., for every constant symbol \( c \in C \), \( t_c(c) \in U \) denotes the individual associated with \( c \).
- \( t_f \) is the interpretation of function symbols, i.e., for every function symbol \( f \in F_i \), \( t_f(f): U^i \to U \) maps \( i \)-tuples into an individual.

Typically, some subset of the predicate symbols, constant symbols, and function symbols have an interpretation that is fixed in advance; this defines a family of intended models. We denote the (infinite) set of structures over \( V \), where the interpretations of \( I \subseteq V \) are fixed in advance, by ConcreteStruct[\( V, I \)].

**Example 1.** In Sect. 2, we considered concrete stores to be members of \( \text{Var} \to \mathcal{Z} \). This is a common way to define concrete stores; however, in the remainder of the paper concrete stores are identified with logical structures. A store in which program variables are bound to integer values is a logical structure \( \langle \mathcal{Z}, \emptyset, \iota_{\text{Var}}, \emptyset \rangle \) over vocabulary \( \langle \text{IntPreds}, \text{Var} \cup \text{IntConsts}, \text{IntFuncs} \rangle \), where \( \iota_{\text{Var}} \) is a mapping of program variables to integers, and the symbols in \( \text{IntPreds} = \{<, \leq, =, \neq, \geq, >, \ldots \} \), \( \text{IntConsts} = \{0, -1, 1, -2, 2, \ldots \} \), and \( \text{IntFuncs} = \{+,-,\ast,/,\ldots \} \) have their usual meanings. For instance, an example concrete store for a program in which \( \text{Var} = \{x, y, z\} \) is

\[
\langle \mathcal{Z}, \emptyset, [x \mapsto 0, y \mapsto 2, z \mapsto 0], \emptyset \rangle.
\]

Henceforth, we abbreviate a store such as (5) by \( \iota_c = [x \mapsto 0, y \mapsto 2, z \mapsto 0] \).
To manipulate sets of structures symbolically, we use formulas of first-order logic with equality. If $S$ is a logical structure and $\varphi$ is a closed formula, the notation $S \models \varphi$ means that $S$ satisfies $\varphi$ according to the standard Tarskian semantics for first-order logic (e.g., see [10]). We use $[\varphi]$ to denote the set of concrete structures that satisfy $\varphi$: $[\varphi] = \{S \mid S \in \text{ConcreteStruct}[V, I], S \models \varphi\}$. 

---

**Fig. 2.** Schematic diagrams that illustrate the process carried out by algorithm $\hat{\alpha}(\psi)$ from Fig. 1; $\varphi_i$, $S_i$, and ans$_i$ denote the values of $\varphi$, $S$, and ans during the $i^{th}$ iteration. (a) Initially, $\varphi_1$ is set to $\psi$ and ans$_1$ is set to $\perp$; $S_1$ is a structure such that $S_1 \models \varphi_1$. (b) ans$_2$ is set to ans$_1 \cup \beta(S_1) = \beta(S_1)$; $\varphi_2$ is set to $\varphi_1 \land \neg \gamma(\text{ans}_2)$; $S_2$ is a structure such that $S_2 \models \varphi_2$. Note that $S_2$ belongs to $[\varphi_2] = [\varphi_1 \land \neg \gamma(\text{ans}_2)]$. (c) ans$_3$ is set to ans$_2 \cup \beta(S_2)$; $\varphi_3$ is set to $\varphi_2 \land \neg \gamma(\text{ans}_3)$; $S_3$ is a structure such that $S_3 \models \varphi_3$. (d) ans$_4$ is set to ans$_3 \cup \beta(S_3)$; $\varphi_4$ is set to $\varphi_3 \land \neg \gamma(\text{ans}_4)$; $S_4$ is a structure such that $S_4 \models \varphi_4$. (e) ans$_5$ is set to ans$_4 \cup \beta(S_4)$; $\varphi_5$ is set to $\varphi_4 \land \neg \gamma(\text{ans}_5)$. In the case portrayed here, the loop terminates at this point because $\varphi_5 = \mathbf{ff}$. The desired answer is held in ans$_5$. (f) $\hat{\alpha}(\psi)$ obtains the most-precise abstract value ans that overapproximates $[\psi]$. 
Example 2.

\[
[(x = 0) \land (z = 0)] = \begin{cases} 
\iota_c = [x \mapsto 0, y \mapsto 0, z \mapsto 0], & \\
\iota_c = [x \mapsto 0, y \mapsto 1, z \mapsto 0], & \\
\iota_c = [x \mapsto 0, y \mapsto 2, z \mapsto 0], & \ldots
\end{cases}
\]

Definition 2. A complete join semilattice \( L = \langle L, \subseteq, \bigcup, \bot \rangle \) is a partially ordered set with partial order \( \subseteq \), such that for every subset \( X \) of \( L \), \( L \) contains a least upper bound (or join), denoted by \( \bigcup X \).

The minimal element \( \bot \in L \) is \( \bigcup \emptyset \). We use \( x \cup y \) as a shorthand for \( \bigcup \{x, y\} \). We write \( x \subseteq y \) when \( x \subseteq y \) and \( x \neq y \).

The powerset of concrete stores \( 2^{\text{ConcreteStruct}[V, I]} \) is a complete join semilattice, where (i) \( X \subseteq Y \) iff \( X \subseteq Y \), (ii) \( \bot = \emptyset \), and (iii) \( \bigcup \emptyset = \bigcup \).

Definition 3. Let \( L = \langle L, \subseteq, \bigcup, \bot \rangle \) be a complete join semilattice. A strictly increasing chain in \( L \) is a sequence of values \( l_1, l_2, \ldots \), such that \( l_i \subseteq l_{i+1} \). We say that \( L \) has finite height if every strictly increasing chain is finite.

We now define an abstract domain by means of a representation function [18].

Definition 4. Given a complete join semilattice \( L = \langle L, \subseteq, \bigcup, \bot \rangle \) and a representation function \( \beta : \text{ConcreteStruct}[V, I] \to L \) such that for all \( S \in \text{ConcreteStruct}[V, I] \), \( \beta(S) \neq \bot \), a Galois connection \( 2^{\text{ConcreteStruct}[V, I]} \overset{\gamma}{\to} L \) is defined by extending \( \beta \) pointwise, i.e., for \( XS \subseteq \text{ConcreteStruct}[V, I] \) and \( l \in L \),

\[
\alpha(XS) = \bigcup_{S \in XS} \beta(S) \quad \quad \gamma(l) = \{ S \mid S \in \text{ConcreteStruct}[V, I], \beta(S) \subseteq l \}
\]

It is straightforward to show that this defines a Galois connection, i.e., (i) \( \alpha \) and \( \gamma \) are monotonic, (ii) \( \alpha \) distributes over \( \cup \), (iii) \( XS \subseteq \gamma(\alpha(XS)) \), and (iv) \( \alpha(\gamma(l)) \subseteq l \).

We say that \( l \) overapproximates a set of concrete stores \( XS \) if \( \gamma(l) \supseteq XS \). It is straightforward to show that \( \alpha(XS) \) is the most-precise (i.e., least) abstract value that overapproximates \( XS \).

Example 3. In our examples, the abstract domain will continue to be the one introduced in Sect. 2, namely, \( (\text{Var} \to \mathbb{Z}^+) \). As we saw in Sect. 2, \( \beta \) maps a concrete store like \( \iota_c = [x \mapsto 0, y \mapsto 2, z \mapsto 0] \) to an abstract value \( [x \mapsto 0, y \mapsto 2, z \mapsto 0] \).

Thus,

\[
\alpha\left( \begin{cases} 
\iota_c = [x \mapsto 0, y \mapsto 0, z \mapsto 0], & \\
\iota_c = [x \mapsto 0, y \mapsto 2, z \mapsto 0]
\end{cases} \right) = \beta(\iota_c) = [x \mapsto 0, y \mapsto 0, z \mapsto 0]
\]

\[
\cup \beta(\iota_c) = [x \mapsto 0, y \mapsto 2, z \mapsto 0]
\]

\[
= [x \mapsto 0, y \mapsto 0, z \mapsto 0]
\]

\[
\cup [x \mapsto 0, y \mapsto 2, z \mapsto 0]
\]

\[
= [x \mapsto 0, y \mapsto \top, z \mapsto 0].
\]

Suppose that abstract value \( l \) is \( [x \mapsto 0, y \mapsto \top, z \mapsto 0] \). Because \( y \mapsto \top \) does not place any restrictions on the value of \( y \), we have

\[
\gamma(l) = \begin{cases} 
\iota_c = [x \mapsto 0, y \mapsto 0, z \mapsto 0], & \\
\iota_c = [x \mapsto 0, y \mapsto 1, z \mapsto 0], & \\
\iota_c = [x \mapsto 0, y \mapsto 2, z \mapsto 0], & \ldots
\end{cases}
\]
4 Symbolic Implementation of the $\alpha$ Function

This section presents a general framework for implementing $\alpha$ functions of Galois connections using procedure $\hat{\alpha}$ from Fig. 1. $\hat{\alpha}(\psi)$ finds the most-precise abstract value in a finite-height lattice, given a specification of a set of concrete stores as a logical formula $\psi$. $\hat{\alpha}$ represents sets of concrete stores symbolically, using formulas, and invokes a decision procedure on each iteration.

The assumptions of the framework are rather minimal:

– The concrete domain is the power set of $\text{ConcreteStruct}[V, I]$.
– The concrete and abstract domains are related by a Galois connection defined by a representation function $\beta$ that maps a structure $S \in \text{ConcreteStruct}[V, I]$ to an abstract value $\beta(S)$.
– It is possible to take the join of two abstract values.
– There is an operation $\hat{\gamma}$ that maps an abstract value $l$ to a formula $\hat{\gamma}(l)$ such that

$$\llbracket \hat{\gamma}(l) \rrbracket = \gamma(l).$$

Operation $\hat{\gamma}$ permits the concretization of an abstract value to be represented symbolically, using a logical formula, which allows sets of concrete stores to be manipulated symbolically, via operations on formulas. (In this paper, we use first-order logic; in general, however, other logics could be used.)

Example 4. As we saw in Sect. 2, because $y \mapsto \top$ does not place any restrictions on the value of $y$, we have $\hat{\gamma}([x \mapsto 0, y \mapsto \top, z \mapsto 0]) = (x = 0) \land (z = 0)$. From Exs. 2 and 3, we know that

$$\llbracket (x = 0) \land (z = 0) \rrbracket = \{ \tau_c = [x \mapsto 0, y \mapsto 0, z \mapsto 0], \tau_c = [x \mapsto 0, y \mapsto 1, z \mapsto 0], \ldots \} = \gamma([x \mapsto 0, y \mapsto \top, z \mapsto 0]),$$

and thus Eqn. (6) is satisfied. For $l \in (\text{Var} \to \mathbb{Z}^\top) \bot$, $\hat{\gamma}(l)$ is defined as follows:

$$\hat{\gamma}(l) = \begin{cases} \text{ff} & \text{if } l = \bot \\ \bigwedge_{v \in \text{Var}, l(v) \neq \top} (v = l(v)) & \text{otherwise} \end{cases}$$

Specification of Alpha. Procedure $\hat{\alpha}$ is to implement $\alpha$, given a specification of a set of concrete stores as a logical formula $\psi$. Therefore, $\hat{\alpha}$ must have the property that for all $\psi$, $\hat{\alpha}(\psi) = \alpha(\llbracket \psi \rrbracket)$.

Note that a logical formula $\psi$ represents the set of concrete stores $\llbracket \psi \rrbracket$; thus, $\alpha(\llbracket \psi \rrbracket)$ (and hence $\hat{\alpha}(\psi)$, as well) is the most-precise abstract value that overapproximates the set of concrete stores represented symbolically by $\psi$.

Implementation of Alpha. Procedure $\hat{\alpha}$ is given in Fig. 1.

Example 5. A trace of a call on $\hat{\alpha}$ for the constant-propagation domain $(\text{Var} \to \mathbb{Z}^\top) \bot$ was presented in Sect. 2. In generalizing the idea from Sect. 2, concrete stores have been identified with logical structures, so instead of writing, e.g., $S := [x \mapsto 0, y \mapsto 43, z \mapsto 0]$, we would now write $S := \tau_c = [x \mapsto 0, y \mapsto 43, z \mapsto 0]$. 
Theorem 1. Suppose that the abstract domain has finite height of at most $h$. Given input $\psi$, $\hat{\alpha}(\psi)$ has the following properties:

(i) The loop on lines [4]–[8] in procedure $\hat{\alpha}$ is executed at most $h$ times.

(ii) $\hat{\alpha}(\psi) = \alpha([\psi])$ (i.e., $\hat{\alpha}(\psi)$ computes the most-precise abstract value that overapproximates the set of concrete stores represented symbolically by $\psi$).

5 Symbolic Implementation of Transfer Functions

5.1 Transfer Functions for Statements

If $Q$ is a set of predicate, constant, or function symbols, let $Q'$ denote the same set of symbols, but with a ‘attached to each symbol (i.e., $q \in Q$ iff $q' \in Q'$).

The interpretation of statements involves the specification of transition relations using formulas. Such formulas will be over a “double vocabulary” $V \cup V' = \langle P \cup P', C \cup C', F \cup F' \rangle$, where unprimed symbols will be referred to as present-state symbols, and primed symbols as next-state symbols. The satisfaction relation for a two-vocabulary formula $\tau$ will be written as $\langle S, S' \rangle |\tau|$, where $S$ and $S'$ are structures over vocabularies $V = \langle P, C, F \rangle$ and $V' = \langle P', C', F' \rangle$, respectively; $\langle S, S' \rangle$ is called a two-vocabulary structure.

Example 6. The formula that expresses the semantics of an assignment $x := y \ast z$ with respect to stores over vocabulary $\langle \text{IntPreds}, \text{Var} \cup \text{Var}' \cup \text{IntConsts}, \text{IntFuncs} \rangle$, denoted by $\tau_{x:=y+z}$, can be specified as $\tau_{x:=y+z} \overset{\text{def}}{=} (x' = y \ast z) \land (y' = y) \land (z' = z)$.

For parallel form, we will also assume that we have two isomorphic abstract domains, $L$ and $L'$, and associated variants of $\beta$ and $\hat{\gamma}$

$$
\beta : \text{ConcreteStruct}[V, I] \rightarrow L \quad \beta' : \text{ConcreteStruct}[V', I] \rightarrow L' \\
\hat{\gamma} : L \rightarrow \text{Formula}[V] \quad \hat{\gamma}' : L' \rightarrow \text{Formula}[V']
$$

For the constant-propagation domain, this just means that a next-state abstract value produced by one transition, e.g., $[x \mapsto 0, y' \mapsto \top, z' \mapsto 0] \in L'$, can be identified as the present-state abstract value $[x \mapsto 0, y \mapsto \top, z \mapsto 0] \in L$ for the next transition.\(^3\)

\(^3\) For economy of notation, we will not duplicate the symbols $I \subseteq V$ whose interpretation is fixed in advance.

\(^4\) Alternatively, we could have used a single abstract domain, $L$, and the definitions

$$
\beta : \text{ConcreteStruct}[V, I] \rightarrow L \quad \beta' : \text{ConcreteStruct}[V', I] \rightarrow L \\
\hat{\gamma} : L \rightarrow \text{Formula}[V] \quad \hat{\gamma}' : L \rightarrow \text{Formula}[V']
$$

The motivation for using two abstract domains is to eliminate a possible source of confusion in the examples. By using separate abstract domains $L$ and $L'$, primed symbols always distinguish next-state abstract values from present-state ones.
Specification. Given a formula \( \tau \) for a statement’s transition relation, the result of applying \( \tau \) to a set of concrete stores \( XS \) is

\[
\text{Post}[\tau](XS) = \{ S' | \text{exists } S \in XS \text{ such that } \langle S, S' \rangle \models \tau \}.
\]

(Note that this is a set of structures over vocabulary \( V' \).) \( \hat{\alpha}\text{Post}[\tau](l) \) is to return the most-precise abstract value in \( L' \) that overapproximates \( \text{Post}[\tau](\gamma(l)) \).

Implementation. \( \hat{\alpha}\text{Post}[\tau](l) \) can be computed by the procedure presented in Fig. 3. After \( \varphi \) is initialized to \( \hat{\gamma}(l) \land \tau \) in line [3], \( \hat{\alpha}\text{Post}[\tau] \) operates very much like \( \hat{\alpha} \), except that only abstractions of the \( S' \) structures are accumulated in variable \( \text{ans}' \) (see lines [5] and [6]). On each iteration of the loop in \( \hat{\alpha}\text{Post}[\tau] \), the value of \( \text{ans}' \) becomes a better approximation of the desired answer, and the value of \( \varphi \) describes a smaller set of concrete stores, namely, those \( V \cup V' \) stores that are described by \( \hat{\gamma}(l) \land \tau \), but whose range (i.e., projection on the next-state symbols) is not, as yet, covered by \( \text{ans}' \).

[1] \( L' \) \( \hat{\alpha}\text{Post}(\text{two-vocabulary formula } \tau \text{ over } V \cup V', \ L \) \) \{[2] \( \text{ans}' := \bot' \)[3] \( \varphi := \hat{\gamma}(l) \land \tau \)[4] \( \text{while } (\varphi \text{ is satisfiable}) \) \{[5] \( \text{Select a two-vocabulary structure } \langle S, S' \rangle \text{ s.t. } \langle S, S' \rangle \models \varphi \)[6] \( \text{ans}' := \text{ans}' \sqcup \beta'(S') \)[7] \( \varphi := \varphi \land \neg \hat{\gamma}'(\text{ans}') \)[8] \} \[9] \text{return } \text{ans}' \[10] \}

Fig. 3. An algorithm that implements \( \hat{\alpha}\text{Post}[\tau](l) \).

Example 7. Suppose that \( l = [x \mapsto \top, y \mapsto \top, z \mapsto 0] \), and the statement to be interpreted is \( x := y \ast z \). Then \( \hat{\gamma}(l) \) is the formula \( (z = 0) \), and \( \tau_{x := y \ast z} \) is the formula \( (x' = y \ast z) \land (y' = y) \land (z' = z) \). Fig. 4 shows why we have

\[
\hat{\alpha}\text{Post}[\tau_{x := y \ast z}]( [x \mapsto \top, y \mapsto \top, z \mapsto 0]) = [x' \mapsto 0, y' \mapsto \top, z' \mapsto 0].
\]

Theorem 2. Suppose that the abstract domain has finite height of at most \( h \). Given inputs \( \tau \) and \( l \), \( \hat{\alpha}\text{Post}[\tau](l) \) has the following properties:

(i) The loop on lines [4]–[8] in procedure \( \hat{\alpha}\text{Post}[\tau](l) \) is executed at most \( h \) times.

(ii) \( \hat{\alpha}\text{Post}[\tau](l) = \alpha(\text{Post}[\tau](\gamma(l))) \) (i.e., \( \hat{\alpha}\text{Post}[\tau](l) \) computes the most-precise abstract value in \( L' \) that overapproximates \( \text{Post}[\tau](\gamma(l)) \)).

The operator \( \text{Pre}[\tau] \) can be implemented using a procedure that is dual to Fig. 3.
Initialization: \[ \text{ans'} := \bot' \]
\[ \varphi := (z = 0) \land (x' = y \circ z) \land (y' = y) \land (z' = z) \]

Iteration 1: \[ \langle S, S' \rangle := \epsilon = \left[ \begin{array}{l}
  x' \mapsto 0, y' \mapsto 17, z' \mapsto 0 \end{array} \right] \] // Some satisfying structure
\[ \text{ans'} := [x' \mapsto 0, y' \mapsto 17, z' \mapsto 0] \]
\[ \hat{\gamma}'(\text{ans'}) = (x' = 0) \land (y' = 17) \land (z' = 0) \]
\[ \varphi := (z = 0) \land (x' = y \circ z) \land (y' = y) \land (z' = z) \]
\[ = (z = 0) \land ((x' \neq 0) \lor (y' \neq 17) \lor (z' \neq 0)) \]

Iteration 2: \[ \langle S, S' \rangle := \epsilon = \left[ \begin{array}{l}
  x' \mapsto 12, y' \mapsto 99, z' \mapsto 0 \end{array} \right] \] // Some satisfying structure
\[ \text{ans'} := [x' \mapsto 0, y' \mapsto 99, z' \mapsto 0] \]
\[ \hat{\gamma}'(\text{ans'}) = (x' = 0) \land (z' = 0) \]
\[ \varphi := (z = 0) \land (x' = y \circ z) \land (y' = y) \land (z' = z) \land (y' \neq 17) \]
\[ = (z = 0) \land ((x' \neq 0) \lor (z' \neq 0)) \]

Iteration 3: \[ \varphi \text{ is unsatisfiable} \]
Return value: \[ [x' \mapsto 0, y' \mapsto T, z' \mapsto 0] \]

Fig. 4. Operations performed during a call \[ \alpha \text{Post}[\tau_{x := y \circ z}](x \mapsto T, y \mapsto T, z \mapsto 0) \].

5.2 Transfer Functions for Conditions

**Specification.** The interpretation of a condition \( \varphi \) with respect to a given abstract value \( l \) must “pass through” all structures that are both represented by \( l \) and satisfy \( \varphi \), i.e., those in \( \gamma(l) \cap \llbracket \varphi \rrbracket \). Thus, the most-precise approximation to the interpretation of condition \( \varphi \), denoted by \( \text{Assume}^\sharp[\varphi](l) \), is defined by
\[ \text{Assume}^\sharp[\varphi](l) = \alpha(\gamma(l) \cap \llbracket \varphi \rrbracket). \]

**Implementation.** \( \text{Assume}^\sharp[\varphi](l) \) can be computed by the following method:
\[ \text{Assume}^\sharp[\varphi](l) = \hat{\alpha}(\hat{\gamma}(l) \land \varphi). \]

Example 8.
\[ \text{Assume}^\sharp[(y < z)](x \mapsto 0, y \mapsto 2, z \mapsto 7)] = \hat{\alpha}((x = 0) \land (y = 2) \land (z = 7) \land (y < z)) = [x \mapsto 0, y \mapsto 2, z \mapsto 7] \]
\[ \text{Assume}^\sharp[(y \geq z)](x \mapsto 0, y \mapsto 2, z \mapsto 7)] = \hat{\alpha}((x = 0) \land (y = 2) \land (z = 7) \land (y \geq z)) = \bot \]
\[ \text{Assume}^\sharp[(y < z)](x \mapsto 0, y \mapsto T, z \mapsto 7)] = \hat{\alpha}((x = 0) \land (z = 7) \land (y < z)) = [x \mapsto 0, y \mapsto T, z \mapsto 7] \]
\[ \text{Assume}^\sharp[(y = z)](x \mapsto 0, y \mapsto T, z \mapsto 7)] = \hat{\alpha}((x = 0) \land (z = 7) \land (y = z)) = [x \mapsto 0, y \mapsto T, z \mapsto 7] \]
6 Discussion

This paper shows how the most-precise versions of the basic operations needed to create an abstract interpreter are, under certain conditions, implementable. These techniques use the idea of considering a first-order formula $\varphi$ as a device for describing (or accepting) a set of concrete structures, namely, the set of structures that satisfy $\varphi$. Not every subset of concrete structures can be described by a first-order formula; however, it is straightforward to generalize the approach to other types of logics, which can be considered as alternative structure-description formalisms (possibly more powerful, possibly less powerful). For the basic approach to carry over, all that is required is that a decision procedure exist for the logic.

Automatic theorem provers—such as MACE [16], SEM [20], and Finder [19]—can be used to implement the procedures presented in this paper because they return counterexamples to validity: a counterexample to the validity of $\neg \varphi$ is a structure that satisfies $\varphi$. Such tools also exist for logics other than first-order logic; for example, MONA [15] can generate counterexamples for formulas in weak monadic second-order logic.

Some tools, such as Simplify [9] and SVC [1], provide counterexamples in symbolic form, i.e., as a formula. The formula represents a set of counterexamples; any structure that satisfies the formula is a counterexample to the query. For example, if $\varphi$ is $x \geq y$ at line [5] of Fig. 1, the value returned would be the formula $(x \geq y)$ itself, rather than a particular satisfying structure, such as $[x \mapsto 7, y \mapsto 3]$. This presents an obstacle because at line [6] $\beta$ requires an argument that is a single structure. In the case of quantifier-free first-order logic with linear arithmetic, such a structure can be obtained by feeding the counterexample formula to a solver for mixed-integer programming, such as CPLEX [13].

With the aid of Simplify, we have verified the constant-propagation examples in this paper, as well as examples that combine the constant-propagation domain with a predicate-abstraction domain. This is an additional benefit of the approach: it can be used to generate the best transformer for combined domains, such as reduced cardinal product and those created using other domain constructors [7]. For example, the best transformer for the combined constant-propagation/predicate-abstraction domain determines that the variable $x$ must be 13 at the end of the program given in Fig. 5.

7 Related Work

This paper is most closely related to past work on predicate abstraction, which also uses decision procedures to implement most-precise versions of the basic abstract-interpretation operations. Predicate abstraction only applies to a family of finite-height abstract domains that are finite Cartesian products of Boolean values; our results generalize these ideas to a broader setting. In particular, our work shows that when a small number of conditions are met, most of the benefits that predicate-abstraction domains enjoy can also be enjoyed in arbitrary abstract domains of finite height, and possibly
infinite cardinality. However, procedure $\hat{\alpha}$ of Fig. 1 uses an approach that is fundamentally different from the one used in predicate abstraction. Although both approaches use multiple calls on a decision procedure to pass from the space of formulas to the domain of abstract values, $\hat{\alpha}_{PA}$ goes directly from a formula to an abstract value, whereas $\hat{\alpha}$ of Fig. 1 makes use of the domain of concrete values in a critical way: each time around the loop, $\hat{\alpha}$ selects a concrete value $S$ such that $S \models \varphi$; $\hat{\alpha}$ uses $\beta$ and $\sqcup$ to generalize from concrete value $S$ to an abstract value.

Procedure $\hat{\alpha}$ is also related to an algorithm used in machine learning, called Find-S [17, Section 2.4]. In machine-learning terminology, both algorithms search a space of “hypotheses” to find the most-specific hypothesis that is consistent with the positive training examples of the “concept” to be learned. Find-S receives a sequence of training examples, and generalizes its current hypothesis each time it is presented with a positive training example that falls outside its current hypothesis. The problem settings for the two algorithms are slightly different: Find-S receives a sequence of positive and negative examples of the concept. $\hat{\alpha}$ already starts with a precise statement of the concept in hand, namely, the formula $\psi$; on each iteration, the decision procedure is used to generate the next (positive) training example.

We have sometimes been asked “How do your techniques compare with predicate abstraction augmented with an iterative-refinement scheme that generates new predicates, as in SLAM [3] or BLAST [12]?”. We do not have a complete answer to this question; however, a few observations can be made:

- Our results extend ideas employed in the setting of predicate abstraction to a more general setting.
- For the simple examples used for illustrative purposes in this paper, iterative refinement would obtain suitable predicates with appropriate constant values in one iteration. Our techniques achieve the desired precision using roughly the same logical machinery (i.e., the availability of a decision procedure), but do not rely on heuristics-based machinery for changing the abstract domain in use.
- This paper studies the problem “How can one obtain most-precise results for a given abstract domain?”. Iterative refinement addresses a different problem: “How can one go about improving an abstract domain?” These are orthogonal questions.

The question of how to go about improving an abstract domain has not yet been studied for abstract domains as rich as the ones in which our techniques can be applied. This is the subject of future work, and thus something about which one can only speculate. However, we have observed that our approach does provide a fundamental primitive for mapping values from one abstract domain to another: suppose that $L_1$ and $L_2$ are two different abstract domains that meet the conditions of the framework; given $l_1 \in L_1$, the most-precise value $l_2 \in L_2$ that overapproximates $\gamma_1(l_1)$ is obtained by $l_2 = \hat{\alpha}_2(\hat{\gamma}_1(l_1))$.

The domain-changing primitive opens up several possibilities for future work. For example, counterexample-guided abstraction-refinement strategies [5,4] identify the shortest invalid prefix of a spurious counterexample trace, and then refine the abstract domain to eliminate invalid transitions out of the last valid abstract state of the prefix. The domain-changing primitive appears to provide a systematic way to salvage information from the counterexample trace: for instance, it can be invoked to convert the last valid abstract state of the prefix into an appropriate abstract state in the refined abstract domain. Moreover, it yields the most-precise value that any conservative salvaging operation is allowed to produce.
In summary, because our results enable a better separation of concerns between the issue of how to obtain most-precise results for a given abstract domain and that of how to improve an abstract domain, they contribute to a better understanding of abstraction and symbolic approaches to abstract interpretation.
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Abstract. Predicate abstraction provides a powerful tool for verifying properties of infinite-state systems using a combination of a decision procedure for a subset of first-order logic and symbolic methods originally developed for finite-state model checking. We consider models where the system state contains mutable function and predicate state variables. Such a model can describe systems containing arbitrarily large memories, buffers, and arrays of identical processes. We describe a form of predicate abstraction that constructs a formula over a set of universally quantified variables to describe invariant properties of the function state variables. We provide a formal justification of the soundness of our approach and describe how it has been used to verify several hardware and software designs, including a directory-based cache coherence protocol with unbounded FIFO channels.

1 Introduction

Graf and Saïdi introduced predicate abstraction [10] as a means of automatically determining invariant properties of infinite-state systems. With this approach, the user provides a set of $k$ Boolean formulas describing possible properties of the system state. These predicates are used to generate a finite state abstraction (containing at most $2^k$ states) of the system. By performing a reachability analysis of this finite-state model, a predicate abstraction tool can generate the strongest possible invariant for the system expressible in terms of this set of predicates. Prior implementations of predicate abstraction [10,7,1,8] required making a large number of calls to a theorem prover or first-order decision procedure and hence could only be applied to cases where the number of predicates was small. More recently, we have shown that both BDD and SAT-based Boolean methods can be applied to perform the analysis efficiently [12].

In most formulations of predicate abstraction, the predicates contain no free variables; they evaluate to true or false for each system state. The abstraction function $\alpha$ has a simple form, mapping each concrete system state to a single abstract state based on the effect of evaluating the $k$ predicates. The task of predicate abstraction is to construct a formula $\psi^*$ consisting of some Boolean combination of the predicates such that $\psi^*(s)$ holds for every reachable system state $s$.
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To verify systems containing unbounded resources, such as buffers and memories of arbitrary size and systems with arbitrary number of identical, concurrent processes, the system model must support state variables that are functions or predicates [11,4]. For example, a memory can be represented as a function mapping an address to the data stored at an address, while a buffer can be represented as a function mapping an integer index to the value stored at the specified buffer position. The state elements of a set of identical processes can be modeled as functions mapping an integer process identifier to the state element for the specified process. In many systems, this capability is restricted to arrays that can be altered only by writing to a single location [7,11]. Our verifier allows a more general form of mutable function, where the updating operation is expressed using lambda notation.

In verifying systems with function state variables, we require quantified predicates to describe global properties of state variables, such as “At most one process is in its critical section,” as expressed by the formula $\forall i, j : \text{crit}(i) \land \text{crit}(j) \Rightarrow i = j$. Conventional predicate abstraction restricts the scope of a quantifier to within an individual predicate. System invariants often involve complex formulas with widely scoped quantifiers. The scoping restriction implies that these invariants cannot be divided into small, simple predicates. This puts a heavy burden on the user to supply predicates that encode intricate sets of properties about the system. Recent work attempts to discover quantified predicates automatically [7], but it has not been successful for many of the systems that we consider.

In this paper we present an extension of predicate abstraction in which the user supplies predicates that include free variables from a set of index variables $X$. The predicate abstraction engine constructs a formula $\psi^*$ consisting of a Boolean combination of these predicates, such that the formula $\forall X \psi^*(s)$ holds for every reachable system state $s$. With this method, the predicates can be very simple, with the predicate abstraction tool constructing complex, quantified invariant formulas. For example, the property that at most one process can be in its critical section could be derived by supplying predicates $\text{crit}(i), \text{crit}(j)$, and $i = j$, where $i$ and $j$ are the index symbols. Encoding these predicates in the abstract system with Boolean variables $c_i, c_j$, and $e_{ij}$, respectively, we can verify this property by using predicate abstraction to prove that $c_i \land c_j \Rightarrow e_{ij}$ holds for every reachable state of the abstract system.

Flanagan and Qadeer use a method similar to ours [8] for constructing universally quantified loop invariants for sequential software, and we briefly described our method in an earlier paper [12]. Our contribution in this paper is to describe the method more carefully, explore its properties, and to provide a formal argument for its soundness. The key idea of our approach is to formulate the abstraction function $\alpha$ to map a concrete system state $s$ to the set of all possible valuations of the predicates, considering the set of possible values for the index variables $X$. The resulting abstract system is unusual; it is not characterized by a state transition relation and hence cannot be viewed as a state transition system. Nonetheless, it provides an abstract interpretation of the concrete system [6] that can be used to find invariant system properties.

Assuming a decision procedure that can determine the satisfiability of a formula with universal quantifiers, we can prove the following completeness result for our formulation:
Predicate abstraction can prove any property that can be proved by induction on the state sequence using an induction hypothesis expressed as a universally quantified formula over the given set of predicates. For many modeling logics, this decision problem is undecidable. By using quantifier instantiation, we can implement a sound, but incomplete verifier.

As an extension, we show that it is easy to incorporate axioms into the system, properties that must hold universally for every system state. Axioms can be viewed simply as quantified predicates that must evaluate to true on every step. For brevity, this paper only sketches the main proofs. We conclude the paper by describing our use of predicate abstraction to verify several hardware and software systems, including a directory-based cache coherence protocol devised by Steven German [9]. We believe we are the first to verify the protocol for a system with an unbounded number of clients, each communicating via unbounded FIFO channels.

2 Preliminaries

We assume the concrete system is defined in terms of some decidable subset of first-order logic. Our implementation is based on the CLU logic [4], supporting expressions containing uninterpreted functions and predicates, equality and ordering tests, and addition by integer constants, but the ideas of this paper do not depend on the specific modeling formalism. For discussion, we assume that the logic supports Booleans, integers, functions mapping integers to integers, and predicates mapping integers to Booleans.

2.1 Notation

Rather than using the common indexed vector notation to represent collections of values (e.g., \( v = (v_1, v_2, \ldots, v_n) \)), we use a named set notation. That is, for a set of symbols \( \mathcal{A} \), let \( v \) indicate a set consisting of a value \( v_x \) for each \( x \in \mathcal{A} \).

For a set of symbols \( \mathcal{A} \), let \( \sigma_{\mathcal{A}} \) denote an interpretation of these symbols, assigning to each symbol \( x \in \mathcal{A} \) a value \( \sigma_{\mathcal{A}}(x) \) of the appropriate type (Boolean, integer, function, or predicate). Let \( \Sigma_{\mathcal{A}} \) denote the set of all interpretations \( \sigma_{\mathcal{A}} \) over the symbol set \( \mathcal{A} \).

For interpretations \( \sigma_{\mathcal{A}} \) and \( \sigma_{\mathcal{B}} \) over disjoint symbol sets \( \mathcal{A} \) and \( \mathcal{B} \), let \( \sigma_{\mathcal{A}} \cdot \sigma_{\mathcal{B}} \) denote an interpretation assigning either \( \sigma_{\mathcal{A}}(x) \) or \( \sigma_{\mathcal{B}}(x) \) to each symbol \( x \in \mathcal{A} \cup \mathcal{B} \), according to whether \( x \in \mathcal{A} \) or \( x \in \mathcal{B} \).

For symbol set \( \mathcal{A} \), let \( E(\mathcal{A}) \) denote the set of all expressions in the logic over \( \mathcal{A} \). For any expression \( e \in E(\mathcal{A}) \) and interpretation \( \sigma_{\mathcal{A}} \in \Sigma_{\mathcal{A}} \), let the valuation of \( e \) with respect to \( \sigma_{\mathcal{A}} \), denoted \( \langle e \rangle_{\sigma_{\mathcal{A}}} \), be the (Boolean, integer, function, or predicate) value obtained by evaluating \( e \) when each symbol \( x \in \mathcal{A} \) is replaced by its interpretation \( \sigma_{\mathcal{A}}(x) \).

Let \( v \) be a named set over symbols \( \mathcal{A} \), consisting of expressions over symbol set \( \mathcal{B} \). That is, \( v_x \in E(\mathcal{B}) \) for each \( x \in \mathcal{A} \). Given an interpretation \( \sigma_{\mathcal{B}} \) of the symbols in \( \mathcal{B} \), evaluating the expressions in \( v \) defines an interpretation of the symbols in \( \mathcal{A} \), which we
denote $\langle v \rangle_{\sigma_A}$. That is, $\langle v \rangle_{\sigma_B}$ is an interpretation $\sigma_A$ such that $\sigma_A(x) = \langle v_x \rangle_{\sigma_B}$ for each $x \in A$.

A substitution $\pi$ for a set of symbols $A$ is a named set of expressions over some set of symbols $B$ (with no restriction on the relation between $A$ and $B$.) That is, for each $x \in A$, there is an expression $\pi_x \in E(B)$. For an expression $e \in E(A \cup C)$, we let $e[\pi/A]$ denote the expression $e' \in E(B \cup C)$ resulting when we (simultaneously) replace each occurrence of every symbol $x \in A$ with the expression $\pi_x$.

2.2 System Model

We model the system as having a number of state elements, where each state element may be a Boolean or integer value, or a function or predicate. We use symbolic names to represent the different state elements giving the set of state symbols $V$. We introduce a set of initial state symbols $J$ and a set of input symbols $I$ representing, respectively, initial values and inputs that can be set to arbitrary values on each step of operation. Among the state variables, there can be immutable values expressing the behavior of functional units, such as ALUs, and system parameters such as the total number of processes or the maximum size of a buffer. Since these values are expressed symbolically, one run of the verifier can prove the correctness of the system for arbitrary functionalities, process counts, and buffer capacities.

The overall system operation is characterized by an initial-state expression set $q^0$ and a next-state expression set $\delta$. The initial state consists of an expression for each state element, with the initial value of state element $x$ given by expression $q^0_x \in E(J)$. The transition behavior also consists of an expression for each state element, with the behavior for state element $x$ given by expression $\delta_x \in E(V \cup I)$. In this expression, the state element symbols represent the current system state and the input symbols represent the current values of the inputs. The expression gives the new value for that state element.

We will use a very simple system as a running example throughout this presentation. The only state element is a function $F$. An input symbol $i$ determines which element of $F$ is updated. Initially, $F$ is the identify function: $q^0_F = \lambda u . u$. On each step, the value of the function for argument $i$ is updated to be $F(i+1)$. That is, $\delta_F = \lambda u . ITE(u = i, F(i+1), F(u))$, where the if-then-else operation $ITE$ selects its second argument when the first one evaluates to true and the third otherwise.

2.3 Concrete System

A concrete system state assigns an interpretation to every state symbol. The set of states of the concrete system is given by $\Sigma_V$, the set of interpretations of the state element symbols. For convenience, we denote concrete states using letters $s$ and $t$ rather than the more formal $\sigma_V$.

From our system model, we can characterize the behavior of the concrete system in terms of an initial state set $Q^0_C \subseteq \Sigma_V$ and a next-state function operating on sets $N_C: P(\Sigma_V) \rightarrow P(\Sigma_V)$. The initial state set is defined as $Q^0_C = \{ \langle q^0 \rangle_{\sigma_J} | \sigma_J \in \Sigma_J \}$,
i.e., the set of all possible valuations of the initial state expressions. The next-state function $N_C$ is defined for a single state $s$ as $N_C(s) \doteq \{\langle \delta \rangle_{s,\sigma_I} | \sigma_I \in \Sigma_I \}$, i.e., the set of all valuations of the next-state expressions for concrete state $s$ and arbitrary input. The function is then extended to sets of states by defining $N_C(S_C) = \bigcup_{s \in S_C} N_C(s)$. We can also characterize the next-state behavior of the concrete system by a transition relation $T$ where $(s, t) \in T$ when $t \in N_C(s)$.

We define the set of reachable states $R_C$ as containing those states $s$ such that there is some state sequence $s_0, s_1, \ldots, s_n$ with $s_0 \in Q^0_C$, $s_n = s$, and $s_{i+1} \in N_C(s_i)$ for all values of $i$ such that $0 \leq i < n$. We define the depth of a reachable state $s$ to be the length $n$ of the shortest sequence leading to $s$. Since our concrete system has an infinite number of states, there is no finite bound on the maximum depth over all reachable states.

With our example system, the concrete state set consists of integer functions $f$ such that $f(u+1) \geq f(u) \geq u$ for all $u$ and $f(u) = u$ for infinitely many arguments of $f$.

3 Predicate Abstraction

We use quantified predicates to express constraints on the system state. To define the abstract state space, we introduce a set of predicate symbols $P$ and a set of index symbols $\mathcal{X}$. The predicates consist of a named set $\phi$, where for each $p \in P$, predicate $\phi_p$ is a Boolean formula over the symbols in $\mathcal{V} \cup \mathcal{X}$.

Our predicates define an abstract state space $\Sigma_P$, consisting of all interpretations $\sigma_P$ of the predicate symbols. For $k \doteq |P|$, the state space contains $2^k$ elements.

As an illustration, suppose for our example system we wish to prove that state element $F$ will always be a function $f$ satisfying $f(u) \geq 0$ for all $u \geq 0$. We introduce an index variable $x$ and predicate symbols $P = \{p, q\}$, with $\phi_p \doteq F(x) \geq 0$ and $\phi_q \doteq x \geq 0$.

We can denote a set of abstract states by a Boolean formula $\psi \in E(P)$. This expression defines a set of states $\langle \psi \rangle \doteq \{\sigma_P | \langle \psi \rangle_{\sigma_P} = \text{true} \}$. As an example, our two predicates $\phi_p$ and $\phi_q$ generate an abstract space consisting of four elements, which we denote FF, FT, TF, and TT, according to the interpretations assigned to $p$ and $q$. There are then 16 possible abstract state sets, some of which are shown in Table 1. In this table, abstract state sets are represented both by Boolean formulas over $p$ and $q$, and by enumerations of the state elements.

We define the abstraction function $\alpha$ to map each concrete state to the set of abstract states given by the valuations of the predicates for all possible values of the index variables:

$$\alpha(s) \doteq \{\langle \phi \rangle_{s,\sigma_X} | \sigma_X \in \Sigma_X \}$$  \hspace{1cm} (1)

Since there are multiple interpretations $\sigma_X$, a single concrete state will generally map to multiple abstract states. This feature is not found in most uses of predicate abstraction, but it is the key idea for handling quantified predicates. We then extend the abstraction function to apply to sets of concrete states in the usual way: $\alpha(S_C) \doteq \bigcup_{s \in S_C} \alpha(s)$. We can see that $\alpha$ is monotonic, i.e., that if $S_C \subseteq T_C$, then $\alpha(S_C) \subseteq \alpha(T_C)$. 
Table 1. Example abstract state sets and their concretizations

Abstract state elements are represented by their interpretations of \( p \) and \( q \). The terms are interpreted over \( \mathbb{Z} \).

<table>
<thead>
<tr>
<th>Abstract System</th>
<th>Concrete System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formula ( \psi )</td>
<td>State Set ( S_A = \langle \psi \rangle )</td>
</tr>
<tr>
<td>( p \land q )</td>
<td>{TT}</td>
</tr>
<tr>
<td>( p \land \neg q )</td>
<td>{TF}</td>
</tr>
<tr>
<td>( \neg q )</td>
<td>{FF, TF}</td>
</tr>
<tr>
<td>( p )</td>
<td>{TF, TT}</td>
</tr>
<tr>
<td>( p \lor \neg q )</td>
<td>{FF, TF, TT}</td>
</tr>
</tbody>
</table>

Working with our example system, consider the concrete state given by the function \( \lambda u . u \). When we abstract this function relative to predicates \( \phi_p \) and \( \phi_q \), we get two abstract states: TT, when \( x \geq 0 \), and FF, when \( x < 0 \). This abstract state set is then characterized by the formula \( p \Leftrightarrow q \).

We define the concretization function \( \gamma \) to require universal quantification over the index symbols. That is, for a set of abstract states \( S_A \subseteq \Sigma^p \):

\[
\gamma(S_A) \equiv \{ s | \forall \sigma_X \in \Sigma_X : \langle \phi \rangle_{s, \sigma_X} \in S_A \}
\]  

(2)

The universal quantifier in this definition has the consequence that the concretization function does not distribute over set union. In particular, we cannot view the concretization function as operating on individual abstract states, but rather as generating each concrete state from multiple abstract states. Nonetheless, \( \gamma \) is monotonic, i.e., if \( S_A \subseteq T_A \), then \( \gamma(S_A) \subseteq \gamma(T_A) \).

Consider our example system with predicates \( \phi_p \) and \( \phi_q \). Table 1 shows some example abstract state sets \( S_A \) and their concretizations \( \gamma(S_A) \). As the first three examples show, some (altogether 6) nonempty abstract state sets have empty concretizations, because they constrain \( x \) to be either always negative or always non-negative. On the other hand, there are 9 abstract state sets having nonempty concretizations. We can see by this that the concretization function is based on the entire abstract state set and not just on the individual values. For example, the sets \{TF\} and \{TT\} have empty concretizations, but \{TF, TT\} concretizes to the set of all non-negative functions.

**Theorem 1.** The functions \((\alpha, \gamma)\) form a Galois connection \(^1\), i.e., for any sets of concrete states \( S_C \) and abstract states \( S_A \):

\[
\alpha(S_C) \subseteq S_A \Leftrightarrow S_C \subseteq \gamma(S_A)
\]  

(3)

The proof follows by observing that both the left and the right-hand sides of (3) hold precisely when for every \( \sigma_X \in \Sigma_X \) and every \( s \in S_C \), we have \( \langle \phi \rangle_{s, \sigma_X} \in S_A \).

\(^1\) This is one of several logically equivalent formulations of a Galois connection [6].
A Galois connection also satisfies the property (follows from (3)) that for any set of concrete states $S_C$:

$$S_C \subseteq \gamma(\alpha(S_C)).$$  \(4\)

The containment relation in (4) can be proper. For example, the concrete state set consisting of the single function $\lambda u . u$ abstracts to the state set $p \iff q$, which in turn concretizes to the set of all functions $f$ such that $f(u) \geq 0 \iff u \geq 0$.

### 4 Abstract System

Predicate abstraction involves performing a reachability analysis over the abstract state space, where on each step we concretize the abstract state set via $\gamma$, apply the concrete next-state function, and then abstract the results via $\alpha$. We can view this process as performing reachability analysis on an abstract system having initial state set $Q^0_A = \alpha(Q^0_C)$ and a next-state function operating on sets: $N_A(S_A) = \alpha(N_C(\gamma(S_A)))$. Note that there is no transition relation associated with this next-state function, since $\gamma$ cannot be viewed as operating on individual abstract states.

It can be seen that $N_A$ provides an abstract interpretation of the concrete system [6,5]:

1. $N_A$ is null-preserving: $N_A(\emptyset) = \emptyset$
2. $N_A$ is monotonic: $S_A \subseteq T_A \Rightarrow N_A(S_A) \subseteq N_A(T_A)$
3. $N_A$ simulates $N_C$ (a simulation relation defined by $\alpha$): $\alpha(N_C(S_C)) \subseteq N_A(\alpha(S_C))$

We perform reachability analysis on the abstract system using $N_A$ as the next-state function:

$$R^0_A = Q^0_A$$
$$R^{i+1}_A = R^i_A \cup N_A(R^i_A)$$  \(6\)

Since the abstract system is finite, there must be some $n$ such that $R^n_A = R^{n+1}_A$. The set of all reachable abstract states $R_A$ is then $R^n_A$. By induction on $n$, it can be shown that if $s$ is a reachable state in the concrete system with depth $\leq n$, then $\alpha(s) \subseteq R^n_A$. From this it follows that $\alpha(s) \subseteq R_A$ for any concrete reachable state $s$, and therefore that $\alpha(R_C) \subseteq R_A$. Thus, even though determining the set of reachable concrete states would require examining paths of unbounded length, we can compute a conservative approximation to this set by performing a bounded reachability analysis of the abstract system.

It is worth noting that we cannot use the standard “frontier set” optimization in our reachability analysis. This optimization, commonly used in symbolic model checking, considers only the newly reached states in computing the next set of reachable states. In our context, this would mean using the computation $R^{i+1}_A = R^i_A \cup N_A(R^i_A - R^{i-1}_A)$ rather than that of (6). This optimization is not valid, due to the fact that $\gamma$, and therefore $N_A$, does not distribute over set union.
As an illustration, let us perform reachability analysis on our example system. In the initial state, state element $F$ is the identity function, which we have seen abstracts to the set represented by the formula $p \iff q$. This abstract state set concretizes to the set of functions $f$ satisfying $f(u) \geq 0 \iff u \geq 0$. Let $h$ denote the value of $F$ in the next state. If input $i$ is $-1$, we would $h(-1) = f(0) \geq 0$, but we can still guarantee that $h(u) \geq 0$ for $u \geq 0$. Applying the abstraction function, we get $R_1^A$ characterized by the formula $p \lor \neg q$ (see Table 1). For the second iteration, the abstract state set characterized by the formula $p \lor \neg q$ concretizes to the set of functions $f$ satisfying $f(u) \geq 0$ when $u \geq 0$, and this condition must hold in the next state as well. Applying the abstraction function to this set, we then get $R_2^A = R_1^A$, and hence the process has converged.

5 Verifying Safety Properties

A Boolean formula $\psi \in E(P)$ defines a property of the abstract state space. The property is said to hold for the abstract system when it holds for every reachable abstract state. That is, $\langle \psi \rangle_{\sigma_P} = \text{true}$ for all $\sigma_P \in R_A$.

For Boolean formula $\psi \in E(P)$, define the formula $\psi^* \in E(V \cup X)$ to be the result of substituting the predicate expression $\phi_p$ for each predicate symbol $p \in P$. That is, viewing $\phi$ as a substitution, we have $\psi^* = \psi[\phi/P]$. Formula $\psi^*$ defines a property $\forall X \psi^*$ of the concrete states. The property holds for concrete state $s$, written $\forall X \psi^*(s)$, when $\langle \psi^* \rangle_{s-\sigma_X} = \text{true}$ for every $\sigma_X \in \Sigma_X$. The property holds for the concrete system when $\forall X \psi^*(s)$ holds for every reachable concrete state $s \in R_C$. Table 1 shows the concrete system properties given by different abstract state formulas $\psi$.

Theorem 2. For a formula $\psi \in E(P)$, if property $\psi$ holds for the abstract system, then property $\forall X \psi^*$ holds for the concrete system.

This follows by the definition of $\alpha$ and the fact that $\alpha(R_C) \subseteq R_A$.

With our example system, letting formula $\psi = p \lor \neg q$, and noting that $p \lor \neg q \equiv q \Rightarrow p$, we get the property $\forall x : x \geq 0 \Rightarrow F(x) \geq 0$.

Using predicate abstraction, we can possibly get a false negative result, where we fail to verify a property $\forall X \psi^*$, even though it holds for the concrete system, because the given set of predicates does not adequately capture the characteristics of the system that ensure the desired property. Thus, this method of verifying properties is sound, but possibly incomplete.

We can precisely characterize the class of properties for which the predicate abstraction is both sound and complete, assuming we have a decision procedure that can determine whether a universally quantified formula in the underlying logic is satisfiable. A property $\forall X \psi^*$ is said to be inductive for the concrete system when it satisfies the following two properties:

1. Every initial state $s \in Q^0_C$ satisfies $\forall X \psi^*(s)$.
2. For all concrete states $s$ and $t \in N_C(s)$, if $\forall X \psi^*(s)$ holds, then so does $\forall X \psi^*(t)$.
Clearly an inductive property must hold for every reachable concrete state and therefore for the concrete system. It can also be shown that if $\forall X \psi^*$ is inductive, then $\psi$ holds for the abstract system. That is, if we present the predicate abstraction engine with a fully formed induction hypothesis, it can prove that it holds.

For formula $\psi \in E(\mathcal{P})$ and predicate set $\phi$, the property $\forall X \psi^*$ is said to have an induction proof over $\phi$ when there is some formula $\chi \in E(\mathcal{P})$, such that $\chi \Rightarrow \psi$ and $\forall X \chi^*$ is inductive. That is, there is some way to strengthen $\psi$ into a formula $\chi$ that can be used to prove the property by induction.

**Theorem 3.** A formula $\psi \in E(\mathcal{P})$ is a property of the abstract system if and only if the concrete property $\forall X \psi^*$ has an induction proof over the predicate set $\phi$.

This theorem precisely characterizes the capability of our formulation of predicate abstraction—it can prove any property that can be proved by induction using an induction hypothesis expressed in terms of the predicates. Thus, if we fail to verify a system using this form of predicate abstraction, we can conclude that either 1) the system does not satisfy the property, or 2) we did not provide an adequate set of predicates to construct an universally quantified induction hypothesis, provided one exists.

### 6 Quantifier Instantiation

For many subsets of first-order logic, there is no complete method for handling the universal quantifier introduced in function $\gamma$ (Equation 2). For example, in a logic with uninterpreted functions and equality, determining whether a universally quantified formula is satisfiable is undecidable [3]. Instead, we concretize abstract states by considering some limited subset of the interpretations of the index symbols, each of which is defined by a substitution for the symbols in $\mathcal{X}$. Our tool automatically generates candidate substitutions based on the subexpressions that appear in the predicate and next-state expressions [13]. These subexpressions can contain symbols in $\mathcal{V}$, $\mathcal{X}$, and $\mathcal{I}$. These instantiated versions of the formulas enable the verifier to detect specific cases where the predicates can be applied. Flanagan and Qadeer use a similar technique [8].

More precisely, let $\pi$ be a substitution assigning an expression $\pi_x \in E(\mathcal{V} \cup \mathcal{X} \cup \mathcal{I})$ for each $x \in \mathcal{X}$. Then $\phi_p[\pi/\mathcal{X}]$ will be a Boolean expression over symbols $\mathcal{V}$, $\mathcal{X}$, and $\mathcal{I}$ that represents some instantiation of predicate $\phi_p$. For a set of substitutions $\Pi$ and interpretations $\sigma_X \in \Sigma_X$ and $\sigma_I \in \Sigma_I$, we define the concretization function $\gamma_\Pi$ as:

$$
\gamma_\Pi(S_A, \sigma_X, \sigma_I) = \{ s | \forall \pi \in \Pi : (\phi[\pi/\mathcal{X}])_s^{\sigma_X, \sigma_I} \in S_A \}
$$

(7)

It can be seen that $\gamma_\Pi$ is an overapproximation of $\gamma$, i.e., that $\gamma(S_A) \subseteq \gamma_\Pi(S_A, \sigma_X, \sigma_I)$ for any abstract state $S_A$, set of substitutions $\Pi$, and interpretations $\sigma_X$ and $\sigma_I$. From (4), it then follows that

$$
S_C \subseteq \gamma_\Pi(\alpha(S_C), \sigma_X, \sigma_I).
$$

(8)
and hence the functions \((\alpha, \gamma_I)\) satisfy property (4) of a Galois connection, even though they are not a true Galois connection.

We can use \(\gamma_I\) as an approximation to \(\gamma\) in defining the behavior of the abstract system. That is, define \(N_I\) over sets of abstract states as:

\[
N_I(S_A) = \{ \langle \phi[\delta/V], \sigma_X, \sigma_I \rangle | \sigma_X \in \Sigma_X, \sigma_I \in \Sigma_I, s \in \gamma_I(S_A, \sigma_X, \sigma_I) \} \quad (9)
\]

Observe in this equation that \(\phi[\delta/V]\) is an expression describing the evaluation of predicate \(\phi\) in the next state. It can be seen that \(N_I(S_A) \supseteq N_A(S_A)\) for any set of abstract states \(S_A\). As long as \(I\) is nonempty (required to guarantee that \(N_I\) is null-preserving), it can be shown that the system defined by \(N_I\) is an abstract interpretation of the concrete system. We can therefore perform reachability analysis:

\[
\begin{align*}
R_0^I &= Q_0^A \quad (10) \\
R_{i+1}^I &= R_i^I \cup N_I(R_i^I) \quad (11)
\end{align*}
\]

These iterations will converge to a set \(R_I\). For every step \(i\), we can see that \(R_i^I \supseteq R^i_A\), and therefore we must have \(R_I \supseteq R_A\).

**Theorem 4.** For a formula \(\psi \in E(P)\), if \(\langle \psi \rangle_{\sigma_P} = \text{true}\) for every \(\sigma_P \in R_I\), then property \(\forall X^*\psi^*\) holds for the concrete system.

This demonstrates that using quantifier instantiation during reachability analysis yields a sound verification technique. However, when the tool fails to verify a property, it could mean, in addition to the two possibilities listed earlier, that 3) it used an inadequate set of instantiations, or 4) that the property cannot be proved by any bounded set of quantifier instantiations.

### 7 Symbolic Formulation of Reachability Analysis

We are now ready to express the reachability computation symbolically, where each step involves finding the set of satisfying solutions to an existentially quantified formula. On each step, we generate a Boolean formula \(\rho_i^I\), that characterizes \(R_i^I\). That is \(\langle \rho_i^I \rangle = R_i^I\). The formulas directly encode the approximate reachability computations of (10) and (11).

Observe that by composing the predicate expressions with the initial state expressions, \(\phi[\mathbf{q}/V]\), we get a set of predicates over the initial state symbols \(J\) indicating the conditions under which the predicates hold in the initial state. We can therefore start the reachability analysis by finding solutions to the formula

\[
\rho_0^I(P) = \exists J \exists X \bigwedge_{p \in P} p \iff \phi_p[\mathbf{q}/V] \quad (12)
\]
The formula for the next-state computation combines the definitions of $N_\Pi$ (9) and $\gamma_\Pi$ (7):

$$
\rho_\Pi^{i+1}(\mathcal{P}) = \rho_\Pi^i(\mathcal{P}) \lor \\
\exists \nu \exists \chi \exists \exists \exists \left( \bigwedge_{\pi \in \Pi} (\rho_\Pi^i [\phi / \mathcal{P}]) [\pi / \chi] \land \bigwedge_{p \in \mathcal{P}} p \leftrightarrow \phi_p [\delta / \nu] \right).
$$

(13)

To understand the quantified term in this equation, note that the left-hand term is the formula for $\gamma_\Pi(\rho_\Pi^i, \sigma_X, \sigma_I)$, while the right-hand term expresses the conditions under which each abstract state variable $p$ will match the value of the corresponding predicate in the next state.

Let us see how this symbolic formulation would perform reachability analysis for our example system. Recall that our system has two predicates $\phi_p \equiv F(x) \geq 0$ and $\phi_q \equiv x \geq 0$. In the initial state, $F$ is the function $\lambda u. u$ and, therefore $\phi_p [q^0 / \nu]$ simply becomes $x \geq 0$. Equation (12) then becomes $\exists x [(p \leftrightarrow x \geq 0) \land (q \leftrightarrow x \geq 0)]$, which reduces to $p \leftrightarrow q$.

Now let us perform the first iteration. For our instantiations we require two substitutions $\pi$ and $\pi'$ with $\pi_x = x$ and $\pi'_x = i+1$. For $\rho_\Pi^0(p, q) = p \leftrightarrow q$, the left-hand term of (13) instantiates to $(F(x) \geq 0 \leftrightarrow x \geq 0) \land (F(i+1) \geq 0 \leftrightarrow i+1 \geq 0)$. Substituting $\lambda u. \Pi E(u = i, F(i+1), F(u))$ for $F$ in $\phi_p$ gives $(x = i \land F(i+1) \geq 0) \lor (x \neq i \land F(x) \geq 0)$.

The quantified portion of (13) for $\rho_\Pi^1(p, q)$ then becomes

$$
\exists F, x, i : \left( F(x) \geq 0 \leftrightarrow x \geq 0 \land F(i+1) \geq 0 \leftrightarrow i+1 \geq 0 \land p \leftrightarrow [(x = i \land F(i+1) \geq 0) \lor (x \neq i \land F(x) \geq 0)] \land q \leftrightarrow x \geq 0 \right)
$$

The only values of $p$ and $q$ where this formula cannot be satisfied is when $p$ is false and $q$ is true.

As shown in [12], we can generate the set of solutions to (12) and (13) by first transforming the formulas into equivalent Boolean formulas and then performing Boolean quantifier elimination to remove all Boolean variables other than those in $\mathcal{P}$. This quantifier elimination is similar to the relational product operation used in symbolic model checking and can be solved using either BDD or SAT-based methods.

8 Axioms

As a special class of predicates, we may have some that are to hold at all times. For example, we could have an axiom $f(w) > 0$ to indicate that function $f$ is always positive, or $f(y, z) = f(z, y)$ to indicate that $f$ is commutative. Typically, we want these predicates to be individually quantified, but we can ensure this by defining each of them over a unique set of index symbols, as we have done in the above examples.
We can add this feature to our analysis by identifying a subset $Q$ of the predicate symbols $P$ to be axioms. We then want to restrict the analysis to states where the axiomatic predicates hold. Let $\Sigma^Q_P$ denote the set of abstract states $\sigma_P$ where $\sigma_P(p) = \text{true}$ for every $p \in Q$. Then we can apply this restriction by redefining $\alpha(s)$ (Equation 1) for concrete state $s$ to be:

$$\alpha(s) = \{ (\phi)_{s,\sigma_X} | \sigma_X \in \Sigma_X \} \cap \Sigma^Q_P$$

(14)

and then using this definition in the extension of $\alpha$ to sets, the formulation of the reachability analysis (Equations 5 and 6), and the approximate reachability analysis (Equations 10 and 11).

9 Applications

We have used our predicate abstraction tool to verify safety properties of a variety of models and protocols. Some of the more interesting ones include:

- A microprocessor out-of-order execution unit with an unbounded retirement buffer. Prior verification of this unit required manually generating 13 invariants [13].
- A directory-based cache protocol with unbounded channels, devised by Steven German of IBM [9], as discussed below.
- A version of Lamport’s bakery algorithm [14] that allows arbitrary number of processes and nonatomic reads and writes.
- Selection sort algorithm for sorting an arbitrary large array. We prove the property that upon termination, the algorithm produces a sorted array.

For the directory-based German’s cache-coherence protocol, an unbounded number of clients (cache), communicate with a central home process to gain exclusive or shared access to a memory line. The state of each cache can be \{INVALID, SHARED, EXCLUSIVE\}. The home maintains explicit representations of two lists of clients: those sharing the cache line (home_sharer_list) and those for which the home has sent an invalidation request but has not received an acknowledgement (home_invalidate_list).

The client places requests \{REQ_SHARED, REQ_EXCLUSIVE\} on a channel ch_1 and the home grants \{GRANT_SHARED, GRANT_EXCLUSIVE\} on channel ch_2. The home also sends invalidation messages INVALIDATE along ch_2. The home grants exclusive access to a client only when there are no clients sharing a line, i.e. $\forall i : \text{home_sharer_list}(i) = \text{false}$. The home maintains variables for the current client (home_current_client) and the request it is currently processing (home_current_command). It also maintains a bit home_exclusive_granted to indicate that some client has exclusive access. The cache lines acknowledge invalidation requests with a INVALIDATE_ACK along another channel ch_3. Details of the protocol operation with single-entry channels can be found in many previous works including [15].

In our version of the protocol, each cache communicates to the home process through three directed unbounded FIFO channels, namely the channels ch_1, ch_2, ch_3. Thus,
there are an unbounded number of unbounded channels, three for each client. It can be shown that a client can generate an unbounded number of requests before getting a response from the home.

To model the protocol in CLU, we need to change the predicate state variable representation of home_sharer_list. Since the transition functions are expressed over quantifier-free logic, we cannot support a universal quantifier in the model. Instead, we model home_sharer_list as a set, using (1) a queue $\text{hsl}_q \doteq (q, \text{hd}, \text{tl})$ to store all cache indices $i$ for which $\text{home\_sharer\_list}(i) = \text{true}$ and (2) an array $\text{hsl\_pos}$ to map a cache index $i$ to the position in the queue, if $i \in \text{hsl}_q$. This representation can support addition, deletion, membership-check and emptiness-check, which are the operations required for this protocol. In addition, this representation also allows us to enumerate the cache indices for which $\text{home\_sharer\_list}(i) = \text{true}$.

We had previously verified the cache-coherence property of the protocol with 31 non-trivial, manually constructed invariants. In contrast, the predicate abstraction constructs the strongest inductive invariant automatically with 29 predicates, all of which are simple and do not involve any Boolean connectives. There are 2 index variables in $\mathcal{X}$ to specify the predicates. The abstract reachability took 19 iterations and 263 minutes to produce the inductive invariant. For the simpler version which has single-entry channels for communication, our method finds the inductive invariant in 85s using 17 predicates in 9 iterations. All experiments were performed on a 2.1 GHz Linux machine with 1GB of RAM. The main difficulty of making the channels unbounded is the presence of two-dimensional arrays in the model, and additional state variables for the head and tail pointers for each of the unbounded queues.

For space considerations, we will only describe the nature of predicates used for the model with single-entry channels. A few predicates did not require any index symbol. These include: $\text{home\_exclusive\_granted}$, $\text{home\_current\_command} = \text{REQ\_SHARED}$, $\text{home\_current\_command} = \text{REQ\_EXCLUSIVE}$, $\text{hd} < \text{tl}$ and $\text{hd} = \text{tl}$. For most predicates, we required a single index variable $i \in \mathcal{X}$, to denote an arbitrary cache index. They include: $\text{home\_invalidate\_list}(i)$, $\text{cache}(i) = \text{EXCLUSIVE}$, $\text{cache}(i) = \text{SHARED}$, $\text{ch}_2(i) = \text{GRANT\_EXCLUSIVE}$, $\text{ch}_2(i) = \text{GRANT\_SHARED}$, $\text{ch}_2(i) = \text{INVALIDATE}$, $\text{ch}_3(i) = \text{INVALIDATE\_ACK}$ and $i = q(\text{hd})$. We also required another index variable $j \in \mathcal{X}$ to range over the entries of the queue $\text{hsl}_q$. The predicates over $j$ are $\text{hd} \leq j$ and $j < \text{tl}$. Finally, to relate the entries in $\text{hsl}_q$ and $\text{hsl\_pos}$, we needed the predicates $i = q(j)$ and $j = \text{hsl\_pos}(i)$.

Most of the predicates are fairly easy to find from the model and from counterexamples. Predicate abstraction constructs an inductive invariant of the form $\forall i, j : \psi^*(i, j)$, which implies the cache-coherence property. This implication is checked automatically with a sound decision procedure in UCLID [4], using quantifier instantiation.

Previous attempts at using predicate abstraction (with locally quantified predicates), for a version of the protocol with single-entry channels required complex quantified predicates [7,2], sometimes as complex as an invariant. However, Baukus et al. [2]
proved the liveness of the protocol in addition to the cache-coherence property. Pnueli et al. [15] have used the method of invisible invariants to derive the inductive invariant for the model with single-entry channels, but it is not clear if their formalism can model the version with unbounded channels per client.

10 Conclusions

We have found quantified invariants to be essential in expressing the properties of systems with function state variables. The ability of our tool to automatically generate quantified invariants based on small and simple predicates allows us to deal with much more complex systems in a more automated fashion than previous work. A next step would be to automatically generate the set of predicates used by the predicate abstraction tool. Other tools generate new predicates based on the counterexample traces from the abstract model [1,7]. This approach cannot be used directly in our context, since our abstract system cannot be viewed as a state transition system, and so there is no way to characterize a counterexample by a single state sequence. We are currently looking at techniques to extract relevant predicates from the proof of unsatisfiable formulas which represent that an error state can’t be reached after any finite number of steps.
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Abstract. Given a finite-state abstraction of a sequential program with potentially recursive procedures and input from the environment, we wish to check statically whether there are input sequences that can drive the system into “bad/good” executions. Pushdown games have been used in recent years for such analyses and there is by now a very rich literature on the subject. (See, e.g., [BS92,Tho95,Wal96,BEM97,Cac02a,CDT02].) In this paper we use recursive game graphs to model such interprocedural control flow in an open system. These models are intimately related to pushdown systems and pushdown games, but more directly capture the control flow graphs of recursive programs ([AEY01,BGR01,ATM03b]).

We describe alternative algorithms for the well-studied problems of determining both reachability and Büchi winning strategies in such games. Our algorithms are based on solutions to second-order data flow equations, generalizing the Datalog rules used in [AEY01] for analysis of recursive state machines. This offers what we feel is a conceptually simpler view of these well-studied problems and provides another example of the close links between the techniques used in program analysis and those of model checking.

There are also some technical advantages to the equational approach. Like the approach of Cachat [Cac02a], our solution avoids the necessarily exponential-space blow-up incurred by Walukiewicz’s algorithms for pushdown games. However, unlike [Cac02a], our approach does not rely on a representation of the space of winning configurations of a pushdown graph by (alternating) automata. Only “minimal” sets of exits that can be “forced” need to be maintained, and this provides the potential for greater space efficiency. In a sense, our algorithms can be viewed as an “automaton-free” version of the algorithms of [Cac02a].

1 Introduction

There has been intense activity in recent years aimed at extending the scope of model checking to finite-state abstractions of sequential programs described by modular and potentially recursive procedures. A partial list of references includes [BS92,Wal96,BEM97,Rep98,EHRS00,BR00,AEY01,BGR01,Cac02a,CDT02]. Pushdown systems are one of the primary vehicles for such analyses. When such models are analyzed in the setting of an open system, where the environment
is viewed as an adversary, a natural model to study becomes pushdown games. There is by now a very rich literature on the analysis of pushdown games (see, e.g., [Cau90,BS92,Tho95,Wal96,BEM97,Cac02a,CDT02].)

In this paper we use recursive game graphs to model such interprocedural control flow in an open system. These models are intimately related to pushdown systems and pushdown games, but more directly capture the control flow graphs of recursive programs. Recursive state machines (RSMs) were introduced and studied in [AEY01] and independently in [BGR01], and are related to similar models studied program analysis (see, e.g., [Rep98]). Besides giving algorithms for their analysis, they showed that RSMs are expressively equivalent to pushdown systems, with efficient translations in both directions. More recently [ATM03b,ATM03a] have studied “modular strategies” on Recursive Game Graphs (RGGs), a natural adaptation of RSMs to a game setting. The translations of [AEY01,BGR01] can easily be adapted to show that pushdown games and (labelled) RGGs are expressively equivalent.

The results of Walukiewicz [Wal96] were a key watershed in the analysis of pushdown games. Besides much else, he showed that determining the existence of winning strategies under any parity encodable winning condition is in EXPTIME, and that existence of winning strategies under simple reachability winning conditions is already EXPTIME-hard. In Walukiewicz’s algorithm one first constructs from a pushdown game $P$ an exponentially larger (flat) game graph $G_P$. A winning strategy in $G_P$ corresponds to a winning strategy in $P$, and one then solves $G_P$ via efficient algorithms for flat games. The disadvantage of such an algorithm from a practical point of view is that it can not get “lucky”: exponential space is consumed in the first phase on any input, even if the game $P$ may be very “simple” to solve. Subsequently, many others have studied algorithms for analysis of pushdown systems and pushdown games. One effective approach has been based on the observation that the reaching configurations of a pushdown system form a regular set ([FWW97,BEM97,EHR800]). This approach has been used more recently by Cachat and others [Cac02a,CDT02,Cac02b,Ser03] to give alternative algorithms for analysis of pushdown games. These algorithms do not necessarily incur the exponential space blow-up incurred by Walukiewicz’s algorithm, but they do require construction of an alternating automaton accepting the winning configurations of a pushdown game.

We describe alternative algorithms for determining both reachability and Büchi strategies on RGGs. Our algorithms do not make use of any automata to represent global configurations of the underlying game graph, but are instead based on solutions to second-order data flow equations over sets of exit nodes in the RGGs. This generalizes the Datalog rules used in [AEY01] for analysis of recursive state machines. It is also closely related to the algorithm in [ATM03b] for computing “modular strategies” for reachability on recursive game graphs. Computing modular strategies is NP-complete, whereas computing arbitrary strategies is EXPTIME-complete, so our algorithms necessarily differ. But our underlying ideas for the reachability algorithm are closely related to theirs, and both can be viewed as generalizations of the approach of [AEY01].
The dataflow equation approach offers what we feel to be a conceptually simpler solution to these well-studied problems. It also provides another example of the close links between the techniques used in program analysis and those of model checking. In a sense, our algorithms can be viewed as an “automaton-free” version of the algorithms of [Cac02a], although they arose in an attempt to generalize the approach of [AEY01].

There are some technical advantages to be gained from using the equational approach. Unlike the automaton approach, in which global winning configurations need to be recorded as accepted strings of an alternating automaton, in our approach only “minimal” sets of exits that can be “forced” need to be maintained and this provides the potential for greater space efficiency when one is interested in, e.g., whether particular vertices can be reached under any “context”. Also, a formulation based on solutions of data flow equations allows for the application of well established techniques in program analysis for efficient evaluation, such as worklist data structures to manage sets that require updates (see, e.g., [NNH99,App98]).

The sections of the paper are as follows: in section 2 we provide background definitions on recursive game graphs, in section 3 we provide our algorithm for RGGs under a reachability winning condition, in section 4 we extend these to Büchi conditions, and we conclude in 5.

2 Definitions

Syntax. A recursive game graph (RGG) $A$ is given by a tuple $\langle A_1, \ldots, A_k \rangle$, where each component game graph $A_i = (N_i \cup B_i, Y_i, En_i, Ex_i, \delta_i)$ consists of the following pieces:

- A set $N_i$ of nodes and a (disjoint) set $B_i$ of boxes.
- A labelling $Y_i : B_i \mapsto \{1, \ldots, k\}$ that assigns to every box an index of one of the component machines, $A_1, \ldots, A_k$.
- A set of entry nodes $En_i \subseteq N_i$ and a set of exit nodes $Ex_i \subseteq N_i$.
- A transition relation $\delta_i$, where transitions are of the form $(u, v)$ where:
  1. $u$ is a box in $B_i$ and $x$ is an exit node in $Ex_j$, where $j = Y_i(b)$;
  2. $v$ is an entry node in $En_i$, $Ex_j$, or a pair $(b, e)$, where $b$ is a box in $B_i$ and $e$ is an entry node in $En_j$.

Let $N = \bigcup_{i=1}^{k} N_i$ denote the set of all nodes. For a box $b$ in $A_i$ and an entry $e$ of $Y_i(b)$, we define the pair $(b, e)$ to be a call. Likewise, for an exit $x$ of $Y_i(b)$, we say $(b, x)$ is a return. We will use the term vertex to refer collectively to nodes, calls, and returns that participate in some transition, and we denote this set by $Q = \bigcup_{i=1}^{k} Q_i$. That is, the transition relation $\delta_i$ is a set of labelled directed edges on the set $Q_i$ of vertices of $A_i$. Let $\delta = \cup_i \delta_i$ be the set of all edges in $A$. In addition to the tuple $\langle A_1, \ldots, A_k \rangle$, we are also given a partition of the vertices $Q$ into two disjoint sets $Q^0$ and $Q^1$, corresponding to where it is player 0’s and player 1’s turn to play, respectively.
Semantics. An RGG defines a global game graph $T_A = (V, V_0, V_1, \Delta)$. The global states $V$ of $T_A$, for RGG $A$, are tuples $\langle b_1, \ldots, b_r, u \rangle$, where $b_1, \ldots, b_r$ are boxes and $u$ is a vertex (not just a node). The global transition relation $\Delta$ is given as follows: let $s = \langle b_1, \ldots, b_r, u \rangle$ be a state with $u$ a vertex in $Q_j$, and $b_r \in B_m$. Then, $\langle s, s' \rangle \in \Delta$ iff one of the following holds:

1. $(u, u') \in \delta_j$ for a vertex $u'$ of $A_j$, and $s' = \langle b_1, \ldots, b_r, u' \rangle$.
2. $u$ is a call vertex $u = (b', e)$, of $A_j$, and $s' = \langle b_1, \ldots, b_r, b', e \rangle$.
3. $u$ is an exit-node of $A_j$, and $s' = \langle b_1, \ldots, b_{r-1}, (b_r, u) \rangle$.

Case 1 corresponds to when control stays within the component $A_j$, case 2 is when a new component is entered via a box of $A_j$, case 3 is when the control exits $A_j$ and returns back to $A_m$.

The global states are partitioned into sets $V_0$ and $V_1$, as follows: $s = \langle b_1, \ldots, b_r, u \rangle$ is in $V_0$ ($V_1$) if $u \in Q^0$ ($u \in Q^1$, respectively). We augment RGGs with an acceptance condition $F$. We restrict ourselves to B"uchi conditions $F \subseteq N$. The global game graph $T_A$, together with a start state $\text{init} \in N$ and acceptance condition $F$, define an (infinite) game graph with an acceptance condition, $B_A = (V, V_0, V_1, \Delta, \langle \text{init} \rangle, F^\ast)$, where $F^\ast = \{ \langle b, v \rangle \mid v \in F \}$. $B_A$ defines a game as follows. The game begins at $s_0 = \langle \text{init} \rangle$. Thereafter, whenever we are at a state $s_i$ in $V_0$ ($V_1$), Player 0 (respectively, Player 1), moves by choosing some transition $(s_i, s_{i+1}) \in \Delta$. A run (or play) $\pi = s_0 s_1 \ldots$ is constructed from the infinite sequence of moves. The run $\pi$ is accepting if it is accepted under the B"uchi condition $F^\ast$, meaning for infinitely many indices $i$, $s_i \in F^\ast$. We say that player 0 wins if $\pi$ is accepting, and 1 wins if $\pi$ is not accepting. A player is said to have a winning strategy in the B"uchi game if it can play in such a way that it will win regardless of how the other player plays (we omit a more formal description of a winning strategy). We will also be interested in simpler reachability winning conditions. Given $A$, a vertex $u \in Q$, and a set of nodes $Z \subseteq N$, define $u \Rightarrow^0 Z$ to mean that player $i$ has a strategy to reach some state $\langle b_1, \ldots, b_r, v \rangle$ such that $v \in Z$, from the state $\langle u \rangle$ in the global game graph $T_A$. We will be interested in two algorithmic problems:

1. Winning under reachability conditions: Given $A$, a vertex $u \in Q$, and a set of nodes $Z \subseteq N$, determine whether $u \Rightarrow^0 Z$.
2. Winning under B"uchi conditions: Given $A$, $\text{init} \in N$, and $F \subseteq N$, determine whether one player or the other has a winning strategy in the game defined by $B_A$ under B"uchi acceptance conditions.

3 Algorithm for the Reachability Game

To check whether $v \Rightarrow^0 Z$, we will incrementally associate to each vertex $v$ of component $A_i$, a set-of-sets $RSet_Z(v) \subseteq 2^{Ex_i}$ of exit nodes from $Ex_i$. Usually, when $Z$ is clear from the context, we write $RSet(v)$ instead of $RSet_Z(v)$. The empty set $\{\}$ will eventually end up in $RSet(v)$ iff $v \Rightarrow^0 Z$. We first make a more general definition. For $u$ a vertex in component $A_i$, and $X \subseteq Ex_i$, and for an
arbitrary set of nodes $Z \subseteq N$. We write $u \Rightarrow^0 (Z, X)$, to mean that player 0 can “force the play”, starting at $\langle u \rangle$, to either reach a global state $\langle x \rangle$ for some $x \in X$, or else to reach a global state $\langle b_1, \ldots, b_k, z \rangle$, such that $z \in Z$. Note that $u \Rightarrow^0 Z$ if and only if $u \Rightarrow (Z, \emptyset)$. As we will see, some subset $Y \subseteq X$ will eventually end up in $RSet(u)$ if and only if $u \Rightarrow^0 (Z, X)$. The algorithm to build $RSet(v)$’s proceeds as follows:

1. **Initialization:** for every $z \in Z$, we initialize $RSet(z) := \{\emptyset\}$ to the set containing only the empty set. To each exit point $x \in Ex_i$, not in $Z$, in any component $A_i$, we associate the set $RSet(x) := \{\{x\}\}$. To all other vertices $v$ we initially associate $RSet(v) := \{\}$.  

2. **Rule application:** Inductively, we make sure the relationships defined by rules (a), (b), and (c), below, hold between the sets associated with vertices, based on a standard fixpoint iteration loop. We say an instance of a rule is *applicable* if the right hand side does not equal the left hand side. While there is an applicable instance of a rule, we apply it. For $S \subseteq 2^D$, over any base set $D$, let

$$Min(S) = \{X \in S \mid \forall X' \in S \text{ if } X' \subseteq X \text{ then } X' = X\}$$

In other words, $Min(S)$ contains the *minimal* sets $X \in S$ such that there is no $X' \in S$ which is strictly contained in $X$.

a) For every 0-vertex $v \in Q^0$ that isn’t an exit, isn’t a call, and isn’t in $Z$:

$$RSet(v) := Min( \bigcup_{(v, w) \in \delta} RSet(w))$$

In other words, the set of sets associated with $v$ is the union of the set of sets associated with its successors, but only retaining the minimal sets among these. So if it has two successors $w_1$ and $w_2$ with $RSet(w_1) = \{\{x_1\}, \{x_2, x_3\}\}$ and $RSet(w_2) = \{\{x_2\}\}$ then $RSet(v) = \{\{x_1\}, \{x_2\}\}$.

b) For every 1-vertex $v \in Q^1$, with successors $\{w_1, \ldots, w_k\}$, where $v$ is not an exit, isn’t a call, and $v \notin Z$:

$$RSet(v) := Min(\{\bigcup_{i \in \{1, \ldots, k\}} X_i \mid \forall i : X_i \in RSet(w_i)\})$$

In other words, the set of sets associated with each 1-vertex $v$ will consist of all possible unions of sets of its successors, retaining only minimal sets among these. So, if $RSet(w_1) = \{\{x_1\}, \{x_3\}\}$ and $RSet(w_3) = \{\{x_1, x_2\}, \{x_2, x_3\}\}$, then $RSet(v) = Min(\{\{x_1, x_2\}, \{x_1, x_2, x_3\}, \{x_2, x_3\}\}) = \{\{x_1, x_2\}, \{x_2, x_3\}\}$. Note that if for some $w_j$, $RSet(w_j) = \{\}$, then $RSet(v) := \{\}$.  

c) For every call vertex $(b, e_i)$, where $e_i$ is an entry point of $A_i$, $A_i$ has exit set $Ex_i = \{x_1, \ldots, x_k\}$, and $b$ is in component $A_j$, where $Y_j(b) = i$:

$$RSet((b, e_i)) := Min(\bigcup_{X \subseteq X} X_{b, x} \mid X \in RSet(e_i) \& X_{b, x} \in RSet((b, x))))$$
In other words, the set of sets $RSet((b, e_i)) \subseteq 2^{Ex_i}$ associated with the call $(b, e_i)$ consists of the union, for each set $X \in RSet(e_i) \subseteq 2^{Ex_i}$, of the sets $X_{(b,x)} \in RSet((b,x))$, where $x \in X$, and $(b,x)$ is a return of box $b$. By convention, if $X = \emptyset$, then $\bigcup_{x \in X} X_{b,x} = \emptyset$. So empty sets carry over from $RSet(e_i)$ to $RSet((b, e_i))$.

For any two sets-of-sets, $S, S' \subseteq 2^D$, over any base set $D$, we will say that $S'$ covers $S$ from below, and denote this by $S' \subseteq S$, iff for every set $X$ in $S$ there is a set $Y$ in $S'$ such that $Y \subseteq X$. Note that the empty set $\{\}$ is covered from below by any other set, and that the set $\{\{\}\}$ containing only the empty set covers every set from below. (We omit the lattice-theoretic formulation.)

**Theorem 1.** For a vertex $u$ of component $A_i$, a set $Z \subseteq N$, and a set $X \subseteq Ex_i$:

1. Let $RSet(u)$ be the set associated with $u$ at some point during the algorithm, and $RSet'(u)$ be the set associated with $u$ some time later. Then $RSet'(u) \subseteq RSet(u)$.
2. At any time during the algorithm $RSet(u)$ is minimal, i.e., if $Y \in RSet(u)$ there is no strict subset $Y' \subset Y$, with $Y' \in RSet(u)$.
3. The algorithm will halt, and $RSet(u)$ will get updated at most $2^{|Ex_i|}$ times.
4. (*) Some subset $Y \subseteq X$ will eventually end up in $RSet(u)$ if and only if (**)$u \Rightarrow^0 (Z, X)$.

In particular, letting $X = \emptyset$ in (4.), $u \Rightarrow^0 Z$ if and only if when the algorithm halts $\{\}$ is in $RSet(u)$.

**Proof.** Claim (1.) asserts a monotonicity property of these rules. Namely, suppose for vertex $u$, $RSet(u)$ depends on $RSet(w_i)$ for immediate “neighbours” $\{w_1, \ldots, w_k\}$ (if $u$ is a call, these can be either return vertices of the box, or entries of the corresponding component). If we are about to update $RSet(u)$ using the $RSet'$'s sets associated with its neighbours, suppose that for some neighbours, $RSet'(w_i) \subseteq RSet(w_i)$, while for others (that haven’t been updated) $RSet'(w_i) \neq RSet(w_i)$. We can show by inspection that applying each rule results in a set $RSet'(u)$ such that $RSet'(u) \subseteq RSet(u)$.

Claim (2.) follows from the initial settings of $RSet(u)$'s, and the fact that each of our update rules retains only minimal sets.

Claim (3.) follows, because by claims (1.) and (2.) successive sets associated with a vertex will always cover prior ones from below. Hence, since $\subseteq$ defines a partial-order on these sets, there are no non-trivial chains that repeat the same set. Updates are only performed on applicable rule instances, i.e., when the respective set changes. Hence at most $2^{|Ex_i|}$ updates are performed on $RSet(u)$.

Claim (4.): the easier direction is (*) $\rightarrow$ (**) $u \Rightarrow Y \subseteq X$, and $Y \in RSet(u)$.

By the “soundness” of our rules, there is a way for player 0 to force the game, starting at $\langle u \rangle$, either into a state $\langle y \rangle$ for $y \in Y$, or else into $\langle b, z \rangle$, for some $z \in Z$. “Soundness” means: both the initial setting of $RSet(u)$'s, and every rule application preserve the following invariant: if $Y \in RSet(u)$, then $u \Rightarrow^0 (Z, Y)$.

(**) $\rightarrow$ (*): Suppose $u \Rightarrow^0 (Z, X)$.

Consider Player 0’s winning strategy as a finite tree $T_{win}$ with root $\langle u \rangle$, leaves labelled by two kinds of states, either of the
form \( \langle x \rangle \), for \( x \in X \), or of the form \( \langle b_1, \ldots, b_r, z \rangle \), such that \( z \in Z \). An internal 1-state of \( T_{\text{win}} \) has as its children ALL its neighbours in \( T_A \), while an internal 0-state has a single child, one of its neighbours in \( T_A \). In addition, no non-leaf (internal) node is of the form \( \langle b_1, \ldots, b_r, z \rangle \), where \( z \in Z \).

For \( s = \langle b_1, \ldots, b_r, u \rangle \), let \( \text{vertex}(s) = u \). Extending the notation, for a set of states \( S \) let, \( \text{vertex}(S) = \{ \text{vertex}(s) \mid s \in S \} \); Consider a particular occurrence of \( s = \langle b_1, \ldots, b_r, u \rangle \) in \( T_{\text{win}} \), where \( u \in Q_i \).

We inductively define a “cut off subtree” \( T_{\text{win}}^s \) of \( T_{\text{win}} \), whose root is (this) \( s \) and such that for every state \( s' \) of \( T_{\text{win}}^s \), if \( b_1, \ldots, b_r \) is a prefix of every child of \( s' \) (and \( \text{vertex}(s') \notin Z \)) then every child of \( s' \) in \( T_{\text{win}} \) is also a child of \( s' \) in \( T_{\text{win}}^s \). (Note: either every child of \( s' \) has \( b_1, \ldots, b_r \) as a prefix, or none does because in that case \( s' = \langle b_1, \ldots, b_r, ex \rangle \) and \( ex \in Ex_i \). Note that when \( s = \langle u \rangle \) is the root of \( T_{\text{win}} \), \( T_{\text{win}} = T_{\text{win}}^s \). For a finite strategy tree \( T \), let \( \text{leafexits}(T) = \{ s \mid s \text{ is a leaf of } T, \text{ and } \text{vertex}(s) \notin Z \} \). We will show, by induction on the depth of \( T_{\text{win}}^s \), that for every state \( s \) in \( T_{\text{win}} \), \( RSet(\text{vertex}(s)) \) will eventually contain a set \( Y \subseteq \text{vertex}(\text{leafexits}(T_{\text{win}}^s)) \). Applying this to the root \( \langle u \rangle \) of \( T_{\text{win}} \), yields that \( (** \to *) \).

Base case: if depth of \( T_{\text{win}}^s \) is 0, then the only state of \( T_{\text{win}}^s \) is \( s = \langle b_1, \ldots, b_r, u \rangle \), and either \( u \in Z \), in which case \( RSet(u) := \{ \{ \} \} \), or else \( u \) is an exit node, in which case \( RSet(u) := \{ \{ u \} \} \). In either case \( RSet(\text{vertex}(s)) \) will contain \( Y = \text{vertex}(\text{leafexits}(T_{\text{win}}^s)) \). Inductively: suppose the depth of \( T_{\text{win}}^s \) is \( n \), with root \( \langle b_1, \ldots, b_r, u \rangle \). Let the children of the root be \( s_1, \ldots, s_m \). Each child \( s_i \) is itself the root of a cut-off subtree \( T_{\text{win}}^{s_i} \) of depth \( \leq n - 1 \) for player 0, and thus by induction for each \( i \), \( RSet(\text{vertex}(s_i)) \) will eventually contain a set \( Y_i \subseteq \text{vertex}(\text{leafexits}(T_{\text{win}}^{s_i})) \). We show that \( RSet(u) \) will “after one update” contain a \( Y \subseteq \text{vertex}(\text{leafexits}(T_{\text{win}}^s)) \). There are several cases based on \( u \):

1. \( u \) is an exit node. In this case \( T_{\text{win}}^s \) will always be a trivial 1 node tree. The set \( RSet(u) \) will always be the same as its initial setting, and by the same argument as the base case of our induction, \( RSet(u) \) will contain the set \( \text{vertex}(\text{leafexits}(T_{\text{win}}^s)) \).
2. \( u \) is in \( Z \). In this case, again, \( T_{\text{win}}^s \) will always be a trivial 1 done tree. The set \( RSet(u) \) will always be \( \{ \{ \} \} \), and so \( RSet(u) \) will always be equal to \( \text{vertex}(\text{leafexits}(T_{\text{win}}^s)) \).
3. \( u \) is a non-exit 0-vertex of component \( A_i \). \( s \) must have one child \( s' \) in the strategy tree \( T_{\text{win}}^s \). If \( s \to s' \) is a move of \( T_A \) within \( A_i \) (i.e., \( \text{vertex}(s) \) is not a call), then by the inductive claim \( RSet(\text{vertex}(s')) \) will eventually contain a subset of \( \text{vertex}(\text{leafexits}(T_{\text{win}}^s)) \). Thus, by rule (a) of the algorithm, \( RSet(u) \) will “one update later” also contain a set \( Y \subseteq \text{vertex}(\text{leafexits}(T_{\text{win}}^s)) \), but since \( \text{leafexits}(T_{\text{win}}^s) = \text{leafexits}(T_{\text{win}}^{s'}) \), we have what we want. If, on the other hand, the move from \( s \to s' \) was a call meaning \( e = \text{vertex}(s') \) is an entry of \( A_j \), while \( u = (b, e) \) is a call, then by induction \( RSet(e) \) will eventually contain a \( Y \subseteq \text{vertex}(\text{leafexits}(T_{\text{win}}^{s'})) \). Consider this \( Y = \{ ex_1, \ldots, ex_c \} \subseteq Ex_j \),

---

1 There could be multiple occurrences of the same state \( s \) of \( T_A \) in \( T_{\text{win}} \), but we assume that \( s \) is being somehow identified uniquely. We could do this by providing, together with \( s \), the specific “path name” to the node \( s \) in \( T_{\text{win}} \).
and consider $\text{leafexits}(T_{\text{win}}') = \{s_1, \ldots, s_c\}$ in the tree $T_{\text{win}}$. Each $s_i$ has exactly one child $s'_i$ such that $\text{vertex}(s'_i) = (b, e x_i)$. Since $T_{\text{win}}^{s'_i}$ is a proper subtree of $T_{\text{win}}^s$, by induction each $RSet((b, e x_i))$ will eventually contain a set $Y_i \subseteq \text{vertex}(\text{leafexits}(T_{\text{win}}^{s'_i}))$. Now, using the fact that eventually, $RSet(e)$ will contain $Y$ and that each $RSet((b, e x_i))$ will contain $Y_i$, we can use rule (c) to obtain that “one update later” $RSet((b, e))$ will contain a subset of $\cup_i \text{vertex}(\text{leafexits}(T_{\text{win}}^{s'_i}))$, which itself is a subset of $\text{vertex}(\text{leafexits}(T_{\text{win}}^s))$.

4. $u$ is a non-exit 1-vertex of component $A_i$. In this case, without loss of generality, we can assume the only possibility is that $s$ must have children $s'_1, \ldots, s'_d$ in the strategy tree $T_{\text{win}}$, and all $s \rightarrow s'_i$ moves are moves of $T_A$ within $A_i$ (i.e., not a call, because call moves have only 1 successor in $T_A$, and hence calls can be viewed as 0-vertices). Then by the inductive claim $RSet(\text{vertex}(s'_i))$ will eventually contain a subset $Y_i$ of $\text{vertex}(\text{leafexits}(T_{\text{win}}^{s'_i}))$. Thus, by rule (b) of the algorithm, $RSet(u)$ will “one update later” also contain a set $Y \subseteq \cup_i \text{vertex}(\text{leafexits}(T_{\text{win}}^{s'_i}))$, but since $\text{leafexits}(T_{\text{win}}^s) = \cup_i \text{leafexits}(T_{\text{win}}^{s'_i})$, we are done.

\[ \square \]

Let $\maxEx = \max_i |Ex_i|$. For an upper bound on the running time of the algorithm, observe that each $RSet(u)$ gets updated at most $2^{\maxEx}$ times. Each rule application can be done in time at most $2^{O(m \cdot \maxEx)}$, where $m$ is the maximum number of “neighbouring” vertices $v'$, for any vertex $v$, such that $RSet(v)$ depends directly on $RSet(v')$ in some rule (the time taken for rule updates can be heavily optimized with good use of data structures common in program analysis). $m$ is clearly upper bounded by the number of vertices, but is typically much smaller. There are $|A|$ vertices, so the worst case running time will be $|A| \cdot 2^{O(m \cdot \maxEx)}$. However, observe that this worst-case analysis can be very pessimistic, as the retained minimal sets may converge to a fixpoint well before $RSet(v)$’s ever grow large. That is the principle advantage, and hope, offered by our equational approach. Of course, it will require much experimentation to determine under what circumstances this advantage materializes.

4 Algorithm for the Büchi Case

In the algorithm for Büchi conditions, the set-of-sets $BSet(u)$ that we associate with each vertex will be more elaborate than just subsets of the exits. Recall $\maxEx$ is the maximum number of exits of any component in $A$. Let $\text{Calls}$ be the set of calls, i.e., call vertices $(b, e)$, in the RGG. Let $\text{GoodVertices} = F \cup \text{Calls}$, be the union of the set of accept vertices (nodes) and call vertices in $A$. Let $\maxMeasure = (|\text{GoodVertices}| \cdot 4^{\maxEx}) + 1$.

Let’s briefly sketch the intuition for the algorithm and proof. For each vertex $u$ of $A_i$, $BSet(u)$ will contain sets of the form: $\{(\bot, m), (ex_1, val_1), \ldots, (ex_k, val_k)\}$, where $m \leq \maxMeasure$, where each $ex_i \in Ex_i$, and where each $val_j \in \{\text{true, false}\}$. The set can be interpreted to mean that player 0 can play starting at $u$ in such a way that, no
matter what player 1 does, we either will visit an accept node \( m \) times during our play, or else we will reach a state \( \langle ex_j \rangle \), and we will do so having visited an accept node along the way if \( tval_j = true \). The rules will be used to update these sets in a consistent way. What we will show is that \( \{ (\bot, maxMeasure) \} \) enters \( BSet(u) \) iff there is a finite strategy tree rooted at \( \langle u \rangle \) such that on every path in the strategy tree we necessarily repeat a vertex, having visited an accept state in between visits, with the stack getting no smaller in between visits, and such that we are in the same “context of obligations” (to be made precise) in both visits. This allows us to repeatedly apply the same strategies in order to achieve an infinite winning strategy tree.

Let \( P_i = \{ (ex, tval) \mid ex \in Ex_i \& tval \in \{ true, false \} \} \). Let \( J = \{ (\bot, m) \mid 1 \leq m \leq maxMeasure \} \). We say a set \( X \in 2^{P_i \cup J} \) is well-formed if both the following conditions hold: (1) For all \( ex \in Ex_i \), \((ex, true) \not\in X \) or \((ex, false) \not\in X \) (or both). (2) If \( (\bot, m) \in X \) then for all \( m' \neq m \), \((\bot, m') \not\in X \). Let \( \tau_i \) be the set of all well-formed sets in \( 2^{P_i \cup J} \). We will refer to \( X \in \tau_i \) as a set of type \( \tau_i \), and similarly we will refer to sets-of-sets \( S \subseteq \tau_i \) as having type \( \tau_i \). For \( S, S' \in \tau_i \), we write \( S' \preceq S \) iff \((a),(b),(c)\) hold: (a) if for \( ex \in Ex_i \), \((ex, false) \not\in S \) and \((ex, true) \not\in S' \), then \((ex, false) \not\in S' \) and \((ex, true) \not\in S') \. (b) if \((ex, true) \in S \), then \((ex, false) \not\in S' \). (c) if \((\bot, j) \in S \) then \((\bot, j') \in S' \) such that \( j' \geq j \).

For a set \( S \subseteq \tau_i \) let \( Min(S) \) denote the set of those sets \( X \in S \) that are minimal with respect to \( \preceq \) in \( S \). Given a set \( X \) of type \( \tau_i \), let \( Increment(X) \) be the smallest set such that: if \((ex, tval) \) is in \( X \), then \((ex, true) \) is in \( Increment(X) \), and if \((\bot, j) \) is in \( X \), then \((\bot, min(j+1, maxMeasure)) \) is in \( Increment(X) \). Extending the notation, for \( S \subseteq \tau_i \), let \( Increment(S) = \{ Increment(X) \mid X \in S \} \).

For sets \( X_1, \ldots, X_k \), each of the same type \( \tau \), we define a “boxy union” \( X' = \bigcup_{i \in \{1, \ldots, k\}} X_i \) to be a subset of \( X = \bigcup_{i \in \{1, \ldots, k\}} X_i \) as follows: if element \((ex, true) \) and \((ex, false) \) are both in \( X \), then only \((ex, false) \) is in \( X' \). Moreover, there is a \((\bot, j') \) in \( X' \) if \( j' \) is the minimum value \( j \) for which \((\bot, j) \) is in \( X \). Intuitively, “boxy union” reflects choices optimal for the adversary (player 1).

We will associate to each \( u \in Q_i \) a set \( BSet(u) \subseteq \tau_i \), such that \( BSet(u) \) will eventually contain \( \{ (\bot, maxMeasure) \} \) if and only if player 0 has a winning strategy in the Büchi game. Let \( F \) be the set of accepting nodes.

**Initialization:** For each \( z \in F \), initially \( \{ (\bot, 1) \} \in BSet(z) \). Moreover, for each \( x \in Ex_i \), initially \( BSet(x) \) contains \( \{ (x, tval) \} \), where \( tval = true \) if \( x \in F \), and otherwise \( tval = false \). For all other vertices \( v \), we initialize \( BSet(v) := \emptyset \).

**Rule application:** we make sure the following relationships hold:

1. For every 0-vertex \( v \), with the exception of exits or calls, or nodes in \( F \):

   \[
   BSet(v) := \text{Min}(\bigcup_{(v,w) \in \delta} BSet(w))
   \]

2. For every 0-vertex \( v \) that isn’t a exit or call, but is in \( F \),

   \[
   BSet(v) := \text{Min}(\text{Increment}(\bigcup_{(v,w) \in \delta} BSet(w)) \cup \{((\bot, 1))\})
   \]
3. For every 1-vertex \( v \) with successors \( \{w_1, ..., w_k\} \) (\( v \) not an exit or call), such that \( v \) is not in \( F \):

\[
BSet(v) := \min\left\{ \bigcup_{i \in \{1, ..., k\}} X_i \mid \forall i : X_i \in BSet(w_i) \right\}
\]

4. For every 1-vertex \( v \) with successors \( \{w_1, ..., w_k\} \) (\( v \) not an exit or call), such that \( v \) is in \( F \):

\[
BSet(v) := \min(\text{Increment}\left\{ \bigcup_{i \in \{1, ..., k\}} X_i \mid \forall i : X_i \in BSet(w_i) \right\} \cup \{\{\bot, 1\}\})
\]

5. For a call \((b, e_i)\) in component \( A_j \), where \( e_i \) is an entry point of \( A_i \), and where \( A_i \) has exits \( \{x_1, ..., x_k\} \),

\[
BSet((b, e_i)) :=
\]

\[
\min\left\{ \{\bigcup_{x \in X} \text{Incr}_{X,x}(X_{b,x}) \cup D_X \mid X \in BSet(e_i) \& X_{b,x} \in BSet((b, x))\} \right\}
\]

where \( D_X = \{\{(\bot, j) \mid (\bot, j) \in X\} \}, \) and where \( \text{Incr}_{X,x}(X') \) is equal to \( X' \) if there is an element \((x, \text{false})\) in \( X \), and otherwise is \( \text{Increment}(X') \).

We call a rule application that changes the value of some \( BSet(v) \), an update.

**Theorem 2.** The algorithm halts after at most \(|A|^2 \cdot 2^{O(\maxEx)} \) updates to each \( BSet(v) \). When it halt, \( \{(\bot, \maxMeasure)\} \in BSet(u) \) if and only if player 0 has a winning strategy in the Büchi game \( B_A \) starting at \( \langle u \rangle \).

For the proof please see the appendix. For the worst-case time complexity: each update can be carried out in time at most \(|A|^{O(1)} \cdot 2^{O(m \cdot \maxEx)} \), where \( m \) is the maximum number of “neighbouring” vertices of any vertex. So the total running time is \(|A|^{O(1)} \cdot 2^{O(m \cdot \maxEx)} \). The algorithm as described will always require at least \( \maxMeasure \) updates to reach \( \{(\bot, \maxMeasure)\} \) in some \( BSet(v) \). The algorithm can be reformulated to avoid this. We omit such a reformulation.

5 Conclusions

We have provided alternative algorithms, using second-order data flow equations, for determining whether a player has a winning strategy on recursive game graphs, a model that is expressively equivalent to pushdown games. Our algorithms generalize the approach of using Datalog rules for analysis of recursive state machines from [AEY01], as in [ATM03b], and they can also be viewed as a “automaton-free” version of the algorithms given by [Cac02a] for pushdown games. Several extensions of Cachat’s work have appeared in more recent literature. [CDT02] extends the algorithms to check properties such as “stack boundedness” of infinite plays (a notion which was studied for runs of recursive state machines in [AEY01]). Also, [Ser03,Cac02b] extends the work to games with parity conditions. It may be possible to carry out these extensions in our equational framework, but we have not done so here.
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A Proof of Correctness for Büchi Case

Proof. (of Theorem 2) Due to space we state several lemmas without proof. First, (\(=\)). We show that if \(\{0, \max Measure\}\) ends up in BSet\(u\) then Player 0 has a winning strategy in the game (this is the harder direction). Suppose \(S = \{0, \max Measure\}\) does end up in BSet\(u\). Our first step is to construct a “witness” to this in the form of a straight-line program, \(W\), using the sets BSet\(v\). A witness \(W\) for \(u\) has the form: \((1, C_1, Pre_1)(2, C_2, Pre_2)\ldots(l, C_l, Pre_l)\). It consists of \(l\) lines of the form \((d, C_d, Pre_d)\), with \(d\) the line number, and:

- \(C_d\) is the content, and has the form \((v, S)\) where \(v \in Q_i\) is a vertex of \(A_i\), \(S \in \tau_i\), and there exists \(S' \in BSet(v)\) such that \(S' \preceq S\).
  If \((\bot, m) \in S\), we say line \(d\) “contains a measure”, and its measure is \(m\).
- \(Pre_d\) is a (possibly empty) list \([d_1, \ldots, d_k]\) of predecessor line numbers, with \(d_i < d\) for each \(i\).

Moreover:

- No two lines have the same content, thus content determines line number.
- A line with no predecessors is called an initial line. If the \(d\)'th line is initial, then it must be either of the form: \((d, (v, \{0\}), [])\), where \(v \in F\), or of the form \((d, (ex, \{0\}), [])\) where \(ex\) is an exit, and \(tval\) is true if and only if \(ex \in F\).
- If the \(d\)'th line has predecessors, it has the form \((d, (v, S), [d_1, \ldots, d_i])\), where:
  - The content \((v, S)\) is implied in one step by the content of its predecessors. By this we mean that if the contents of the \(d\) are, respectively, \((v_j, S_j)\), then there is a rule \(R\) such that if \(S_j \in BSet(v_j)\) for each \(j\), then one application of \(R\) would put \(S' \in BSet(v)\), where \(S' \preceq S\).
  E.g., if \(v = (b, e)\) is a call, and \(S = \{0, \{ex_1, tval_1\}, \ldots, \{ex_k, tval_k\}\}\), then \(d_1\) will be a line with content \((e, S_1)\) and \(d_j\), for \(j > 1\), will have content \((b, ex'_j, S_j)\), such that \((ex'_j, tval)\) is in \(S_1\), moreover so that \(S = \bigcup_{j \in \{2, \ldots, i\}} S_j \cup \{(\bot, m') \mid (\bot, m') \in S_1\}\).
  - Moreover, the measures \((\bot, m')\) in any of the content sets \(S_1, \ldots, S_i\), of lines \(d_1, \ldots, d_i\), should be as weak as possible in order to imply \(S\), meaning that it should not be possible to decrease the measure in any single \(S_j\) and still imply \(S\) in one step.
- The last line, line \(l\), is of the form \((l, (u, \{0\}), Pre_l)\).

Lemma 1. If \(\{0, \max Measure\}\) \(\in BSet(u)\) then a witness \(W\) for \(u\) exists.

The lemma can be proved by induction on the number of rule applications it took for \(\{0, \max Measure\}\) to enter BSet\(u\). We will use \(W\) to define a winning strategy tree for player 0. To do this, we will first need some facts about \(W\). By a path from a line \(d\) to a line \(d'\), \(d > d'\), in \(W\), we mean a sequence \(\gamma = d_1, \ldots, d_n\), such that \(d = d_1\), \(d' = d_n\), and \(d_{i+1} \in Pre_{d_i}\) for all \(i \in \{1, \ldots, n - 1\}\). (Note: the path goes from higher to lower line numbers.)
Lemma 2. On any path \( \gamma = d_1, \ldots, d_n \) in \( W \), the measure is non-increasing, meaning, for \( i < j \), if line \( d_i \) contains a measure \( m \) then line \( d_j \) either contains a measure \( m' \leq m \), or does not contain a measure, and if line \( d_i \) does not contain a measure then neither does line \( d_j \).

Proof. A line has a measure iff any of its predecessors has a measure. Moreover, because of the minimality constraint on predecessor measures in \( W \), the measure of a line \( (d, (v, S), \text{Pre}_d) \) is the same as that of its predecessors that contain a measure unless \( v \) is either a call or an accept node (i.e., a good vertex), in which case the measure can be 1 greater. The measure is therefore non-increasing. \( \square \)

For a path \( \gamma \) in \( W \), let \( \text{goodLines}(\gamma) \) be the number of lines of \( \gamma \) of the form \((d, (v, S), \text{Pre}_d)\) where \( v \in \text{GoodVertices} \), i.e., \( v \) is either a call vertex or an accept node. Let \( d \) and \( d' \) be two lines such that there is a path from \( d \) to \( d' \) in \( W \), and let \( \text{goodDist}_W(d, d') = \min\{\text{goodLines}(\gamma) \mid \gamma \text{ is a path from } d \text{ to } d' \text{ in } W\} \).

For two lines \((d, (v, S), \text{Pre}_d)\) and \((d', (v', S'), \text{Pre}_{d'})\) that both contain a measure, we say the contents \( C_d \) and \( C'_{d'} \) are the same except for the measure if \( v = v' \), and \( S \) and \( S' \) differ only by the fact that \((\perp, m) \in S\) and \((\perp, m') \in S'\), with \( m \neq m' \). In such a case, we write \( C_d \ll C'_{d'} \), if \( m < m' \).

Lemma 3. Let \( l \) be any initial line of \( W \) of the form \((d, (v, \{(\perp, 1)\}), [])\) and let \( \ell \) be the last line number, then

1. \( \text{goodDist}_W(l, d) \geq \max \text{Measure} \).
2. On any path \( \gamma = l = d_{r-1} \ldots d_1 = d \) from \( l \) to \( d \), there exist two distinct lines \( d_i \) and \( d_j \), \( i > j \), such that \( C_{d_j} \ll C_{d_i} \).

Proof. (1) The measure at \( l \) is \( \max \text{Measure} \), while the measure at \( d \) is 1. Thus, in a path \( \gamma \) from line \( l \) to \( d \), since we must have \( \max \text{Measure} - 1 \) opportunities to decrement the measure, and can only do so on good lines, and since line \( d \) is also a good line, we must encounter at least \( \max \text{Measure} \) good lines.

(2) There are at most \((|\text{GoodVertices}| \cdot 4^{\max \text{Entl}})\) different contents \((v, S)\) where \( v \) is a good-vertex (counting only once contents that the same except for the measure). Thus, since \( \max \text{Measure} = (|\text{GoodVertices}| \cdot 4^{\max \text{Entl}}) + 1 \), by the pigeon-hole principle and by (1), there must be two such lines \( d_i \) and \( d_j \) in any \( \gamma \). Since the measure is non-increasing, we must have \( C_{d_j} \ll C_{d_i} \). \( \square \)

We now use \( W \) to construct a strategy tree for player 0. Each node of the strategy tree will be labelled by a triple \((s, d, \text{Stack})\), where:

- \( s \) is a global state \((\bar{b}, v)\) of \( B_A \).
- \( d \) is a line number in the witness straight-line program \( W \).
- \( \text{Stack} \) is a stack \([\beta_j, \beta_{j-1}, \ldots, \beta_1]\), where each \( \beta_r \) defines a mapping from a subset of the exits of a component to line numbers in \( W \) (in a consistent way to be defined).

The root of the strategy tree will be labelled by \((\langle u \rangle, l, [])\), (where \( l \) is the last line of \( W \)). Thereafter, if a node is labelled by \((\langle b \rangle, v, d, \text{Stack})\), we use \( W \) to construct its children. Suppose, for example, line \( d \) of \( W \) is \((d, (v, S), [d_1, d_2, \ldots, d_i])\), and
suppose \( v = (b, e) \) is a call. Let line \( d_1 \) have content \((e, S_1)\). Then we create one child for the node and label it by the tuple \((\langle b, b, e \rangle, d_1, \text{push}(\beta, \text{Stack}))\), where \( \beta \) is a mapping from each \( ex_j \), such that \((ex_j, \text{tval}_j)\) is in \( S_1 \), to a line \( d_{ij} \), whose content is of the form \((b, ex_j, S_j)\). In other words, the element pushed on the Stack tells us where in the witness program to return to when returning from \( b \) on the call stack, as dictated by the predecessors \( d_2, \ldots, d_i \) in line \( d \). For other kinds of vertices \( v \), we can construct corresponding children of nodes in the strategy tree. If in the strategy tree so constructed we reach a state \( \langle b, b, ex \rangle \), whose vertex \( ex \) is an exit, then we pop \( \text{Stack} \) and use its contents to dictate what the children of that node should be labelled, using the state content to assign the line number of \( W \) to the triple associated with the children.

**Lemma 4.** The construction outlined above yields a finite tree \( T_W \), all of whose leaves are labelled by triples of form \((\langle b, v \rangle, d, \text{Stack})\), where line \( d \) is an initial line of \( W \) with content \((v, \{(\bot, 1)\})\).

The lemma can be established using the structure of \( W \). The key point is that if we ever reach an exit following the program \( W \), we know that our \( \text{Stack} \) contains a return address where we may continue to build \( T_W \). We want to build from \( T_W \) an infinite strategy tree.

**Lemma 5.** For any leaf \( z \) in \( T_W \) labelled by \((\langle b, v \rangle, d, \text{Stack})\), the root-to-leaf path in \( T_W \) must include a subsequence \( H_{\text{maxMeasure}}, \ldots, H_{1} \), where \( H_i = (\langle b, v_i \rangle, d_i, \text{Stack}_i) \), and where

- \( v_i \) is a good vertex of \( A \), for each \( i \),
- each \( b_i \) is a prefix of \( b \), and every node on the path from \( H_i \) to \( z \) contains \( b_i \) as a prefix of its call stack (and hence the Stack at every such node also contains as a prefix the stack \( \text{Stack}_i \) at \( H_i \)).
- \( H_i \) has \((v_i, S_i)\) as the content of its line, such that \((\bot, i) \in S_i\).

In other words, the subsequence \( H_{\text{maxMeasure}}, \ldots, H_{1} \) of nodes along the root to leaf path in \( T_W \) will witness the decrementation of the counter from \( \text{maxMeasure} \) down to 1. The counter can only be decremented by 1 at a time, and so all such distinct witnesses must exist. Now, because of the size of \( \text{maxMeasure} \), there must be two distinct \( H_r \) and \( H_{r'} \), \( r' < r \), with labels \((\langle b_r, v \rangle, d_r, \text{Stack}_r)\) and \((\langle b_{r'}, v \rangle, d_{r'}, \text{Stack}_{r'})\), such that they both have the same vertex \( v \) (which must be a good vertex, either an accept node or a call), and such that the lines \( d_r \) and \( d_{r'} \) have content \((v, S)\) and \((v, S')\), where \( S \) and \( S' \) are exactly the same except that \((\bot, r) \) is in \( S \) while \((\bot, r') \) is in \( S' \). We mark any such node \( H_{r'} \). We then eliminate the subtrees rooted at all marked nodes in \( T_W \). This yields another finite tree \( T' \). We will use \( T' \) to construct an infinite strategy tree \( T^* \) that is accepting for player 0. Let \( M \) be the set of (good) vertices \( v \) such that a state \((\langle b, v \rangle)\) labels some leaf of \( T' \).

**Lemma 6.** For any leaf of \( T' \) labelled \( L = (\langle b, v \rangle, d, \text{Stack}) \), there is a finite strategy tree \( T_L \) for player 0, with root labelled \( L \), such that the state labels on every root-to-leaf path contain \( b \) as a stack prefix, and such that all leaf labels \((\langle b', v' \rangle, d', \text{Stack}')\), have \( v' \in M \). Moreover, every root-to-leaf path in \( T_L \) contains an accept state.
Using the lemma we can incrementally construct $T^*$ from $T'$. We repeatedly attaching a copy of $T_L$ to every leaf labelled $L$ in the tree $T'$. Since the process always produces leaves labelled $s$ whose node $v$ is in $M$, and since the stacks can only grow, we can extend the tree indefinitely. Every path will contain infinitely many accept states, because each finite subtree that we attach contains an accept state on every root to leaf path.

$(\Leftarrow)$: If Player 0 has a winning strategy in the Büchi game starting at $\langle u \rangle$, then $\{ (\bot, maxMeasure) \}$ will eventually enter $BSet(u)$. We omit the proof, which is similar to the proof that if player 0 has a winning strategy in the reachability game from $\langle u \rangle$, then $\{ \}$ will eventually enter $RSet(u)$. $\square$
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Abstract. Java is a very successful programming language which is also becoming widespread in embedded systems, where software correctness is critical. Jlint is a simple but highly efficient static analyzer that checks a Java program for several common errors, such as null pointer exceptions, and overflow errors. It also includes checks for multi-threading problems, such as deadlocks and data races. The case study described here shows the effectiveness of Jlint in finding certain faults, including multi-threading problems. Analyzing the reasons for false positives in the multi-threading warnings gives an insight into design patterns commonly used in multi-threaded code. The results show that a few analysis techniques are sufficient to avoid almost all false positives. These techniques include investigating all possible callers and a few code idioms. Verifying the correct application of these patterns is still crucial, because their correct usage is not trivial.

1 Introduction

Java is becoming more widespread in the area of embedded systems, both as a scaled-down “Micro Edition” [20] or by having real-time extensions [6,5]. In such systems, software cannot always be replaced on a running system. Failures may have expensive or even catastrophic consequences. These costs are obviously prohibitively high when a software-related problem causes the failure of a space craft [14]. Therefore an automated tool which can detect faults easily, preferably early in the lifecycle of software, can be very useful. One tool that allows fault detection easily, even in incomplete systems, is Jlint. Among similar tools geared towards Java, it is one of the most suitable with respect to ease of use (no annotations required) and free availability (the tool is Open Source) [1].

1.1 The Java Programming Language

Java is a modern, object-oriented programming language that has had a large success in the past few years. Source code is not compiled to machine code, but to a different form, the bytecode. This bytecode runs in a dedicated environment, the virtual machine. In order to guarantee the integrity of the system, each class file containing bytecode is checked prior to execution [11,19,21].

The Java language allows each object to have any number of fields, which are attributes of each object. These may be static, i.e., shared among all instances of a certain class, or dynamic, i.e., each instance has its own fields. In contrast to that, local variables are thread-local and only visible within one method.
Java allows inheritance: a method of a given class may be overridden by a method of the same name. Similarly, fields in a subclass shadow those with the same name in the superclass. In general, these mechanisms work well for small code examples but may be dangerous in larger projects. Methods overriding other methods must ensure they do not violate invariants of the superclass. Similar problems occur with variable shadowing. The programmer is not always aware that a variable with the same name already exists on a different level, such as the superclass.

In order to prevent incorrect programs from corrupting the system, Java’s virtual machine has various safety mechanisms built in. Each variable access is guarded against manipulating memory outside the allocated area. In particular, pointers must not be null when dereferenced, and array indices must be in a valid range. If these properties are violated, an exception is thrown indicating a programming error. This is a highly undesirable behavior in most cases. Ideally, such errors should be prevented by static analysis, rather than caught at run-time.

Furthermore, Java offers mechanisms to write multi-threaded programs. The two key mechanisms are locking primitives, using the synchronized keyword, and inter-thread synchronization with the wait and notify methods. Incorrect lock usage using too many locks may lead to deadlocks. For example, if two threads each wait on a lock held by the other thread, both threads cannot continue their execution. On the other hand, if a value is accessed with insufficient lock protection, data races may occur: two threads may access the same value concurrently, and the results of the operations are no longer deterministic.

Java’s message passing mechanisms for threads also is a source of problems. A call to wait allows a thread to suspend until a condition becomes true, which must be signaled by notify by another thread. When calling wait the calling thread must ensure that it owns the lock it waits on, and also release any other locks before the call. Otherwise, remaining locks held are unavailable to other threads, which may in turn block when trying to obtain them. This can prevent them from calling notify which would allow the waiting thread to release its lock. This situation is also a deadlock.

1.2 Related Work

Much effort has gone into fault-finding in Java programs, single-threaded and multi-threaded. The approaches can be separated into static checkers, which check a program at compile-time and try to approximate its run-time behavior, and dynamic checkers, which try to catch and analyze anomalies during program execution.

Several static analysis tools exist that examine a program for faults such as null pointer dereferences or data races. The ESC/Java [9] tool is, like Jlint, also based on static analysis, or more generally on theorem proving. It, however, requires annotation of the program. While it is more precise than Jlint, it is not nearly as fast and requires a large effort from the user to fully exploit the power of this tool [9].

Dynamic tools have the advantage of having more precise information available in the execution trace. The Eraser algorithm [22], which has been implemented in the Visual Threads tool [12] to analyze C and C++ programs, is such an algorithm that examines a program execution trace for locking patterns and variable accesses in order to predict potential data races.
The Java PathExplorer tool (JPaX) [16] performs deadlock analysis and the Eraser data race analysis on Java programs. It furthermore recently has been extended with the high-level data race detection algorithm described in [3]. This algorithm analyzes how collections of variables are accessed by multiple threads.

More heavyweight dynamic approaches include model checking, which explores all possible schedules in a program. Recently, model checkers have been developed that apply directly to programs (instead of just models thereof). This includes the Java PathFinder system (JPF) developed by NASA [15,24], and similar systems [10,8,17,4,23]. Such systems, however, suffer from the state space explosion problem. In [13] we describe an extension of Java PathFinder which performs data race analysis (and deadlock analysis) in simulation mode, whereafter the model checker is used to demonstrate whether the data race (deadlock) warnings are real or not.

This paper focuses on applying Jlint [2] to the software for detecting errors statically. Jlint uses static analysis and abstract interpretation to find difficult errors at compile-time. A similar case study with Jlint has been made before, applying it to large projects [2]. The difference to this case study is that the other case study had scalability in mind. Jlint had been applied to packages containing several hundred thousand lines of code, generating hundreds of warning messages. Because of this, the warnings had been evaluated selectively, omitting some hard-to-check deadlock warnings. In this case study, an effort was made to analyze every single warning and also see what kinds of design patterns cause false positives.1

1.3 Outline

This text is organized as follows: Section 2 describes Jlint and how it was used for this project. Sections 3 and 4 show the results of applying Jlint to space exploration program code. Design patterns which are common among these two projects are analyzed in Section 5. Section 6 summarizes the results and concludes.

2 Jlint

2.1 Tool Description

Jlint checks Java code and finds bugs, inconsistencies and synchronization problems by performing a data flow analysis, abstract interpretation, and building the lock graph. It issues warnings about potential problems. These warnings do not imply that an actual error exists. This makes Jlint unsound as a program prover. Moreover, Jlint can also miss errors, making it incomplete. The reason for this is that the goal was to make Jlint practical, scalable, and possible to implement it in a short time.

Typical warnings about possible faults issued by Jlint are null pointer dereferences, array bounds overflows, and value overflows. The latter may occur if one multiplies two 32 bit integer values without converting them to 64 bit first.

1 Design patterns commonly denote compositions of objects in software. In this paper, the notion of composition is different. It includes lock patterns and sometimes only applies to a small part of the program. In that context, we also use the term “code idiom”.

null pointer dereferences,
Many warnings that Jlint issues are code guidelines: A local variable should never have the same name as a field of the same class or a superclass. When a method of a given name is overridden, all its variants should be overridden, in order to guarantee a consistent behavior of the subclass.

Jlint also includes many analyses for multi-threaded programs. Some of Jlint’s warnings for multi-threaded programs are overly cautious. For instance, possible data race warnings for method calls or variable accesses do not necessarily imply a data race. The reason for such false positives are both difficulties inherent to static analysis, such as pointer aliasing across method calls, and limitations in Jlint itself, where its algorithms could be refined with known techniques.

Jlint works in two passes: a first pass, where all methods are analyzed in a modular way, and a second pass with the deadlock analysis. In the first pass, each method is analyzed with abstract interpretation. The abstraction used for numbers includes their maximal possible range and, for integers, bit masks that apply to them. For pointers, the abstraction records whether a pointer is possibly null or not, distinguishing the special this pointer, values loaded from fields, and new instance references created by the object constructor. The data flow analysis merges possible program states at branch targets but only executes loops once.

Most properties, such as possible value overflows, are analyzed in this first pass. The lock graph is also built in this first pass and checked for deadlocks in a second pass. A possible refinement would be to defer some data race analyses to the second pass, where global information, such as if a field is read-only, can be made available.

### 2.2 Warning Review Process

Jlint gives fairly descriptive warnings for each problem found. The context given is limited to the class in which the error occurs, the line number, and fields used or methods called. This is always sufficient to find the source of simple warnings, which concern sequential properties such as null pointer dereferences. These warnings are easy to review and were considered in a first review phase. The other warnings, concerning multi-threading problems, take much more time to consider, and were evaluated in a second phase.

The review process essentially checks whether the problems described in the warnings can actually occur at run-time. In simple cases, warnings may be ruled out given the algorithmic properties of the program. Complex cases include reviewing callers to the method in question.

Data race and deadlock warnings fall in the latter category. They require constructing a part of the call graph including locks owned by callers when a method is called. If it can be ensured that all calls to non-synchronized, shared methods are made only through methods that already employ lock protection, then there cannot be a data race.\(^2\)

This review process can be rather time-consuming. Many warnings occur in similar contexts, so warnings referring to the same problem can usually be easily confirmed as duplicates. This part of the review process was not yet automated in any way but could

\(^2\) Methods that access a shared field are also considered “shared” in this context. The lock used for ensuring mutual exclusion must be the same lock for all calls.
be automated to a large extent with known techniques. Both cases studies were made without prior knowledge of the program code. It can be assumed that the time to review the warnings is shorter for the author of the code, especially when reviewing data race or deadlock warnings.

During the review process, Jlint’s warnings were categorized to see whether they refer to the same problem. Such situations constitute calls to the same method from different callers, the same variable used in different contexts, or the same design pattern applied throughout the class. In a separate count, counting the number of distinct problems rather than individual warnings, all such cases were counted once. Note that the review activity was often interrupted by other activities such as writing this paper. We believe this reduced the overall time required because manual code reviews require much attention, and cannot be carried out in one run without a degradation of the concentration required.

3 First Case Study: Rover Code

The first case study is a software module, called the Executive, for controlling the movement of the planetary wheeled rover K9, developed at NASA Ames Research Center. The run time for analyzing the code with Jlint was 0.10 seconds on a PowerPC G4 with a clock frequency of 500 MHz.

3.1 Description of the Rover Project

K9 is a hardware platform for experimenting with rover technology for exploration of the Martian surface. The Executive is a software module for controlling the rover, and is essentially an interpreter of plans, where a plan is a special form of a program. Plans are constructed from high-level constructs, such as sequential composition and conditionals, but no while loops. The effect of while loops is achieved by assuming that plans are generated on the fly during rover operation as environment conditions change. The lowest level nodes of a plan are tasks to be directly executed by the rover hardware. A node in a plan can be further constrained by a set of conditions, which when failing during execution, cause the Executive to abort the execution of the subsequent sibling nodes, unless specified otherwise through options. Examples of conditions are pre-conditions and post-conditions, as well as invariants to be maintained during the execution of the node. The examined Executive consists of 7,300 lines of Java code. This code was extracted by a colleague from the original rover code, written in 35,000 lines of C++. The code is highly multi-threaded, and hence provides a risk for concurrency errors. The Java version of the code was extracted as part of a different project, the purpose of which was to compare various formal methods, such as model checking, static analysis, runtime analysis, and simple testing [7]. The code contained a number seeded of errors.

3.2 Jlint Evaluation

Jlint issues 249 warnings when checking the Rover code. Table 1 summarizes Jlint’s output. The first two columns show each type of problem and how many warnings Jlint generated for them. The third, forth and fifth column show the result of the manual
Table 1. Jlint’s warnings for the Rover code.

<table>
<thead>
<tr>
<th>Type</th>
<th>Warnings</th>
<th>Problems found</th>
<th>Correct warnings</th>
<th>False positives</th>
<th>Time [min.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>null pointer</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Integer overflow</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>equals overridden but not hashCode</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>String comparison as reference</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total: Sequential errors</td>
<td>10</td>
<td>4</td>
<td>8</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>Incorrect wait/notify usage</td>
<td>21</td>
<td>5</td>
<td>5</td>
<td>16</td>
<td>26</td>
</tr>
<tr>
<td>Data race, method call</td>
<td>157</td>
<td>5</td>
<td>18</td>
<td>139</td>
<td>112</td>
</tr>
<tr>
<td>Data race, field access</td>
<td>31</td>
<td>0</td>
<td>0</td>
<td>31</td>
<td>43</td>
</tr>
<tr>
<td>Deadlock</td>
<td>30</td>
<td>7</td>
<td>20</td>
<td>10</td>
<td>36</td>
</tr>
<tr>
<td>Total: Multi-threading errors</td>
<td>239</td>
<td>17</td>
<td>43</td>
<td>196</td>
<td>217</td>
</tr>
<tr>
<td>Total</td>
<td>249</td>
<td>21</td>
<td>51</td>
<td>198</td>
<td>234</td>
</tr>
</tbody>
</table>

source code analysis: how many actual, distinct faults, or at least serious problems, in the code were found, how many warnings described such actual faults, and how many were considered to be false positives. The last column shows the time spent on code review. In the first phase, focusing on sequential properties, ten warnings were reviewed, while the second phase had 239 warnings to be reviewed.

Sequential errors: Among the problems found are two integer overflows, where two 32-bit integers were multiplied to produce a 64 bit result. However, integer conversion took place after the 32 bit multiplication, where an overflow may occur.

Two other warnings referred to one problem, where equals was overridden, but not hashCode. This is dangerous because the modified equals method may return true for comparing two objects even though their hashCode differs, which is forbidden [21].

A noteworthy false positive concerned two strings that were compared as references. This was correct in that context because one of the strings was always known to be null.

Multi-threading errors: The number of deadlock and data race warnings given by Jlint was almost prohibitive. Yet, for answering the question why the false positives were generated, all warnings were investigated. All warnings were relatively easy to analyze. In most cases, possible callers were within the same class. Only for the most complex class, the call graph was large, making analysis more difficult.³

A surprisingly high number of multi-threading warnings were of type “Method `<this>.wait|notify|notifyAll’ is called without synchronizing on `<this>`.” After discounting dead code and false positives, one scenario remained: A lock was obtained conditionally, although it should be obtained in all cases, as required by the Java semantics for wait and notify. In the Rover code, this reflects a global switch in the original C++ program that would allow testing the program without locking, eliminating

³ The portion of the call graph to be investigated for this was up to eight methods deep.
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possible deadlocks at the cost of introducing data races. Java does not allow this, so the Java version of the program always needs to be run with locking enabled.

All data race warnings about shared field accesses were false positives. Reasons for false positives include the use of thread-local copies [18] or a thread-safe container class. In one case, only one thread instance that could access the shared field is ever generated. Evaluating data races for method calls was even more difficult and time-consuming. The errors found referred to cases where a read-only pattern was broken by certain methods, creating potential data races. Because of their high number, the distribution of method data race warnings is noteworthy. A few classes which embody parallelized algorithms incurred the largest number of warnings, which were also the hardest to review. Classes encapsulating data are usually much simpler. Because some of these were heavily used in the program, a few of them were also responsible for a large number of warnings. However, these warnings were usually much easier to review.

The 30 deadlock warnings all referred to the same two classes. There were two sets of warnings, the first set containing ten, the second one 20 warnings. The first ten warnings, all of them false positives, showed incomplete synchronization loops in the lock graph. The next 20 warnings, referring to seven methods, showed the same ten warnings with another edge in the lock graph, from the callee class back to the caller. Such a synchronization loop includes two sequences of different lock acquisitions in reverse order. This makes a cyclic deadlock possible. Therefore these warnings referred to actual faults in the code.

**Results:** In only 15 minutes, four faults could be found by looking at the ten warnings referring to sequential properties. While reviewing the multi-threading warnings was time-consuming due to the complex interactions in the code, it helped to highlight the critical parts of the code. The effort was justifiable for a project of this complexity.

### 3.3 Comparison to Other Projects

In an internal case study at NASA Ames [7], several other tools were applied to the Rover code base, detecting 38 errors. Among these errors were 18 seeded faults. Interestingly, most of these errors found were not those detected by Jlint. Almost all the seeded bugs concerned algorithmic problems or hard-to-find deadlocks, which Jlint was not capable of finding. However, Jlint in turn detected a lot of faults which were not found by any other tool. Table 2 compares Jlint to the other case studies. In that table, missed faults include both sequential and multi-threading properties.

The eleven new bugs found by Jlint were a great success, even considering that the seven deadlocks correspond to two classes where other deadlocks have been known to occur. However, Jlint reported different methods than those reported in other analyses.

### 4 DS1

The second case study consisted of an attitude control system and a fault protection system for the Deep Space 1 (DS1) spacecraft. It took 0.17 seconds to check the entire code base on the same PowerPC G4 with a clock frequency of 500 MHz.
**Table 2. Comparison of errors found by Jlint and by other tools.**

<table>
<thead>
<tr>
<th>Error type</th>
<th>#</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seeded faults</td>
<td>18</td>
<td>Not found by Jlint</td>
</tr>
<tr>
<td>Non-seeded faults, other than overflow</td>
<td>18</td>
<td>Not found by Jlint</td>
</tr>
<tr>
<td>Integer overflow</td>
<td>2</td>
<td>Found by both case studies</td>
</tr>
<tr>
<td>null pointer</td>
<td>1</td>
<td>New (i.e., only found by Jlint)</td>
</tr>
<tr>
<td>equals overridden but not hashCode</td>
<td>1</td>
<td>Translation artifact (not occurring in the C version)</td>
</tr>
<tr>
<td>Incorrect wait/notify usage</td>
<td>5</td>
<td>Debugging artifact (not executable in Java)</td>
</tr>
<tr>
<td>Data races</td>
<td>5</td>
<td>3 new, 2 dead code (unused methods)</td>
</tr>
<tr>
<td>Deadlocks</td>
<td>7</td>
<td>new (two classes known to be faulty involved)</td>
</tr>
</tbody>
</table>

4.1 Description of DS1

DS1 was a technology-testing mission, which was launched October 24 1998, and which ended its primary mission in September 1999. DS1 contained and tested twelve new kinds of space-travel technologies, for example, ion propulsion and artificial intelligence for autonomous control. DS1 also contained more standard technologies, such as an attitude-control system and a fault-protection system, coded in C. The attitude-control system monitors and controls the spacecraft's attitude, that is, its position in 3-dimensional space. The attitude is controlled by small thrusters, which can be pointed, and fired, in different directions. The fault-protection system monitors the operation of the spacecraft and initiates corrective actions in case errors occur. The code examined in this case study is an 8,700-line Java version of the attitude-control system and fault-protection system, created in order to examine the potential for programming flight software in Java, as described in [5]. That effort consisted in particular of experimenting with the real-time specification for Java [6]. The original C code was re-designed in Java, using best practices in object-oriented design. The Java version used design patterns extensively, and put an emphasis on pluggable technology, relying on interfaces.

4.2 Jlint Evaluation

**Sequential errors:** Again, a first evaluation of Jlint’s warnings included only the sequential cases. Table 3 shows an overview. Eleven warnings referred to name clashes in variable names, a large risk of future programming errors. False positives resulted from either dead code, a code idiom that was poor choice but acceptable in that case, and compiler artifacts introduced by inner classes. Three warnings reported problems with overridden methods, where several versions of a method with the same name but different parameter lists (“signatures”) were only partially overridden. This must be avoided because inconsistencies among the overridden and inherited variants are almost inevitable.

**Multi-threading errors:** In the second phase, the 47 multi-threading warnings were investigated. Most of them were false positives: Warnings about run methods which are
Table 3. Jlint’s warnings for the DS1 code.

<table>
<thead>
<tr>
<th>Type</th>
<th>Warnings</th>
<th>Problems found</th>
<th>Correct positives</th>
<th>False positives</th>
<th>Time [min.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local variable shadows field</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Component shadows base class</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Incomplete method overriding</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>equals overridden but not hashCode</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total: Sequential errors</td>
<td>15</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Incorrect wait/notify usage</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>run method not synchronized</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Overriding synchronized methods</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Data race, field access</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Data race, method call</td>
<td>20</td>
<td>1</td>
<td>6</td>
<td>14</td>
<td>38</td>
</tr>
<tr>
<td>Deadlock</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>20</td>
</tr>
<tr>
<td>Total: Multi-threading errors</td>
<td>47</td>
<td>1</td>
<td>6</td>
<td>41</td>
<td>70</td>
</tr>
<tr>
<td>Total</td>
<td>62</td>
<td>6</td>
<td>11</td>
<td>51</td>
<td>79</td>
</tr>
</tbody>
</table>

not synchronized are overly conservative. Warnings about wait/notify were caused by the unsoundness of Jlint’s data flow analysis. False positives for data race warnings were mostly caused by the fact that Jlint does not analyze all callers when checking methods for thread safety. If all callers synchronize on the same lock, a seemingly unsafe method becomes safe. Other reasons for false positives were the use of thread-safe container classes in such methods, the use of read-only fields, and per-thread confinement [18], which always creates a new instance as return value.

The six warnings indicating an error concerned calls to a logger method. In the logger method, there were indeed data races, even though they may not be considered to be crucial: The output of different formatting elements of different entries to be logged may be interleaved.

Again, as in all non-trivial examples, deadlock warnings are almost impossible to investigate in detail without a call graph browsing tool. Nevertheless, an effort was made. After 12 minutes, it was found that the first deadlock warning was a false alarm due to the lack of context sensitivity in Jlint’s call graph analysis. After this, most warnings could be dismissed as duplicates of the first one. In the two remaining cases, Jlint’s warnings did not give the full loop context, so they could not be used.

**Results:** Most sequential warnings could be evaluated very quickly. The problems found were code convention violations, which would not necessarily cause run-time errors. However, they are easy to fix and should be addressed. Reviewing the data race warnings was relatively simple, although it would have been much easier with a call graph visualization tool. Most false positives could have been prevented by a more complete call graph analysis or recognizing a few simple design patterns.
Table 4. Design patterns for avoiding data races in seemingly unsafe methods.

<table>
<thead>
<tr>
<th>Problem category</th>
<th>Rover</th>
<th>DS1</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>wait</td>
<td>Data race</td>
<td>Data race</td>
</tr>
<tr>
<td><strong>Problem category</strong></td>
<td>notify</td>
<td>(field)</td>
<td>(method)</td>
</tr>
<tr>
<td>Read-only fields</td>
<td>–</td>
<td>9</td>
<td>19</td>
</tr>
<tr>
<td>Synchronization for all callers</td>
<td>12</td>
<td>–</td>
<td>7</td>
</tr>
<tr>
<td>Return copy of data</td>
<td>–</td>
<td>–</td>
<td>3</td>
</tr>
<tr>
<td>Thread-local copy during operation</td>
<td>–</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Thread-safe container</td>
<td>–</td>
<td>–</td>
<td>1</td>
</tr>
<tr>
<td>One thread instance</td>
<td>–</td>
<td>1</td>
<td>–</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>12</td>
<td>11</td>
<td>31</td>
</tr>
</tbody>
</table>

5 Design Patterns in Multi-threaded Software

Sections 3 and 4 have shown that sequential properties are easy to evaluate with the aid of a static analysis tool. This is not the case with multi-threading problems. There are two ways to improve the situation: Make the evaluation of warnings easier using visualization tools, or improve the quality of the analysis itself, reducing the false positives. We focused on the latter aspect. When analyzing the warnings, it soon became apparent that only a few common code idioms were behind the problems. The remainder of this paper investigates what patterns are used to avoid multi-threading problems.

Table 4 shows an overview of the different design patterns used in the code of the two space exploration projects to avoid conflicts with unprotected fields or methods. The counts correspond to the applications of these patterns, all of which result in one or more spurious warnings when analyzed with Jlint. When using these patterns, there appears to be a data race, if a method is considered in isolation or without considering thread ownership. There is no data race when considering the entire program.

The most common idiom used to prevent data races was the use of read-only values. Read-only fields are usually declared `final` and not changed after initialization. Because this declaration discipline is not always followed strictly, recognizing it statically is not always trivial, but nevertheless feasible by checking all uses of a given field in the entire code. Ensuring global thread-safety in such cases is of course only possible in the absence of dynamic class loading. Other design patterns include:

- Ensuring mutual exclusion in an unsafe method by having all callers of that method acquire a common lock. Such callers work as a thread-safe wrapper around unsynchronized parts of the code.
- The usage of (deep) copies of data returned by a method ensures that the “working copy” used subsequently by the caller remains thread-local [18]. This eliminates the need for synchronization in the caller.
- Copying method parameters restricts data ownership to the called method and the current thread [18]. The callee then does not have to be synchronized, but it is not allowed to use any shared data other than the copied parameters supplied by the caller. Doing otherwise would again require synchronization.
– Legacy container data structures such as `Vector` are inherently thread-safe because they internally use synchronization [21].
– Finally, if there exists only one thread instance of a particular class, no data races can occur if that thread is the only type that calls a certain method.

Two cases of false positives were not included in this summary: unused methods (dead code) and conditional locking based on a global flag used for debugging `wait/notify` locking (which was permissible in the original C++ Rover code but not in the Java version).

This study indicates that four design patterns prevail in cases where code is apparently not thread-safe: Synchronization of all callers, use of read-only values, thread-local copies of data, and the use of thread-safe container classes. Although simple patterns prevail, their usage is not always trivial: Some of the data race warnings for the Rover code pointed out cases where it was attempted to use the read-only pattern, but the use was not carried out consistently throughout the project. Such a small mistake violates the property that guarantees thread-safety. This discussion so far concerned only data race warnings. No prevailing pattern has been found in the case of deadlocks, where the programmer has to ensure no cyclic lock dependency arises between threads.

6 Conclusions

Space exploration software is complex. The high costs incurred by potential software failures make the application of fault-finding tools very fruitful. Jlint was very successful as such a tool in both case studies, complementing the strengths of other tools. In each project, the study found four or five significant problems within only 15 minutes of evaluating Jlint’s warnings. The multi-threading warnings were more difficult and time-consuming to evaluate but still effective at pointing out critical parts in the code.

An analysis of the false positives showed that in apparently thread-unsafe code, four common design patterns ensure thread-safety in all cases. Static analysis tools should therefore be extended with specific algorithms geared towards these patterns to reduce false positives. Furthermore, these patterns were not always applied correctly and are still a significant source of programming errors. This calls for tools that verify the correct application of these patterns, thereby pointing out even more subtle errors than previously possible.

References


Why AI + ILP Is Good for WCET, but MC Is Not, Nor ILP Alone

Reinhard Wilhelm

Informatik
Universität des Saarlandes
D - 66123 Saarbrücken

Abstract. A combination of Abstract Interpretation (AI) with Integer Linear Programming (ILP) has been successfully used to determine precise upper bounds on the execution times of real-time programs, commonly called worst-case execution times (WCET). The task solved by abstract interpretation is to verify as many local safety properties as possible, safety properties who correspond to the absence of “timing accidents”. Timing accidents, e.g. cache misses, are reasons for the increase of the execution time of an individual instruction in an execution state. This article attempts to give the answer to the frequently encountered claim, “one could have done it by Model Checking (MC)!”. It shows that it is the characteristic property of abstract interpretation, which proves AI to be applicable and successful, namely that it only needs one fixpoint iteration to compute invariants that allow the derivation of many safety properties. MC seems to encounter an exponential state-space explosion when faced with the same problem. ILP alone has also been used to model a processor architecture and a program whose upper bounds for execution times was to be determined. It is argued why the only ILP-only approach found in the literature has not led to success.

1 Introduction

Hard real-time systems are subject to stringent timing constraints which are dictated by the surrounding physical environment. A schedulability analysis has to be performed in order to guarantee that all timing constraints will be met (“timing validation”). Existing techniques for schedulability analysis require upper bounds for the execution times of all the system’s tasks to be known. These upper bounds are commonly called the worst-case execution times (WCETs) and we will stick to this doubtful naming convention. In analogy, lower bounds on the execution time have been named best-case execution times, (BCET). WCETs (and BCETs) have to be safe, i.e., they must never underestimate (overestimate) the real execution time. Furthermore, they should be tight, i.e., the overestimation should be as small as possible.

Note, that customers of WCET tools want to see how far the WCET is away from the deadline. They are not content with a YES/NO answer, “your program will always terminate (cannot be guaranteed to terminate) within the given deadline”. Often, customers even want to see BCETs to see how big the
interval is. This gives them a feeling for the quality of the approximation. Also, any schedulability analysis uses WCETs to exploit the difference between the deadlines and the WCETs as leeway in the scheduling process.

For processors with fixed execution times for each instruction methods to compute sharp WCETs [18,17] have long been established. However, in modern microprocessor architectures caches, pipelines, and all kinds of speculation are key features for improving performance. Caches are used to bridge the gap between processor speed and the access time of main memory. Pipelines enable acceleration by overlapping the executions of different instructions. The consequence is that the execution time of individual instructions, and thus the contribution of one execution of an instruction to the program’s execution time can vary widely. The interval of execution times for one instruction is bounded by the execution times of the following two cases:

- The instruction goes “smoothly” through the pipeline; all loads hit the cache, no pipeline hazard happens, i.e., all operands are ready, no resource conflicts with other currently executing instructions exist.
- “Everything goes wrong”, i.e., instruction and operand fetches miss the cache, resources needed by the instruction are occupied, etc.

![Fig. 1. The architecture of the aiT WCET tool.](image)

We will call any increase in execution time during an individual instruction’s execution a **timing accident** and the amount of increase the **timing penalty** of this accident. Our experience shows that added timing penalties can be in the order of several hundred processor cycles. The execution time of an instruction depends on the execution state, e.g., the contents of the cache(s), the occupancy of other resources, and thus on the execution history. It is therefore obvious that the execution time cannot be determined in isolation from the execution history.

A more or less standard generic architecture for WCET tools has emerged [8, 4,22]. Fig. 1 shows one instance of this architecture. A first pass, depicted on the left, predicts the behaviour of processor components for the instructions of the program. This allows to derive safe upper bounds for the execution times of
basic blocks. A second pass, the column on the right, computes an upper bound on the execution times over all possible paths of the program.

A combination of Abstract Interpretation—for the first pass—and Integer Linear Programming—for the second pass—has been successfully used to determine precise upper bounds on the execution times of real-time programs running on processors used in embedded systems [24,9,5,6,1]. A commercially available tool, aiT by AbsInt, cf. http://www.absint.de/wcet.htm, was implemented and is used in the aeronautics and automotive industries.

The contribution of an individual instruction to the total execution time of a program may vary widely depending on the execution history. There are in general too many possible execution histories as to regard them exhaustively. Different execution histories may be summarized to contexts, if their influence on the behaviour of instructions or sequences of instructions does not significantly differ. Experience has shown [24], that the right differentiation of control-flow contexts is decisive for the precision of the prediction [15]. Contexts are associated with basic blocks, i.e., maximally long straight-line code sequences that can be only entered at the first instruction and left at the last. They indicate through which sequence of function calls and loop iterations control arrived at the basic block.

2 Problem Statement

First the problem statement: Given are

- an (abstract) processor model. This model needs to be conservative with respect to the timing properties of the processor, i.e., any duration of a program execution derived from the abstract model must not be shorter than the duration of the program execution on the real processor. For this reason, we call this abstract processor model the timing model of the processor. Different degrees of abstraction are possible. The more abstract the timing model is, the more efficient could the analysis be.
- a fully linked executable program. This is the program whose WCET should be determined. It is annotated with all necessary information to make WCET determination possible, e.g. loop iteration counts, maximal recursion depths etc.
- possibly also a deadline, within which the program should terminate. Formally, it makes a difference for model-checking approaches, whether we have the deadline or not. In practice, it does not make a difference.

A solution consists in an upper bound for the execution times of all executions of the program.

3 WCET Determination by an AI + ILP Approach

3.1 Modularization

Methods based on AI and ILP are realized in the standard architecture mentioned in the Introduction. They have (at least) two phases:
1. Predict safely the processor behaviour for the given program. This is done by computing invariants about the processor state at each program point, such as the set of memory blocks that surely are in the cache every time execution reaches this program point, as well as the contents of prefetch queues and free resources for the corresponding instructions. This information allows the derivation of safety properties, namely the absence of timing accidents. Examples of such safety properties are instruction fetch will not cause a cache miss; the load pipeline stage will not encounter a data hazard. Any such safety property allows to reduce the estimated execution time of an instruction by the corresponding timing penalty. Actually, for efficiency reasons upper bounds are calculated for basic blocks.

2. Determine one path through the program, on which the upper bound for the execution times is computed. This is done by mapping the control flow of the program to an integer linear program maximizing execution time for paths through the program and solving this ILP [21,23].

3.2 Cache-Behaviour Prediction

How Abstract Interpretation is used to compute invariants about cache contents is described next. How the behavior of programs on processor pipelines is predicted can be found elsewhere [10,20,25].

Cache Memories. A cache can be characterized by three major parameters:

- capacity is the number of bytes it may contain.
- line size (also called block size) is the number of contiguous bytes that are transferred from memory on a cache miss. The cache can hold at most \( n = \frac{\text{capacity}}{\text{line size}} \) blocks.
- associativity is the number of cache locations where a particular block may reside.

\( n/\text{associativity} \) is the number of sets of a cache.

If a block can reside in any cache location, then the cache is called fully associative. If a block can reside in exactly one location, then it is called direct mapped. If a block can reside in exactly \( A \) locations, then the cache is called \( A \)-way set associative. The fully associative and the direct mapped caches are special cases of the \( A \)-way set associative cache where \( A = n \) and \( A = 1 \), resp.

In the case of an associative cache, a cache line has to be selected for replacement when the cache is full and the processor requests further data. This is done according to a replacement strategy. Common strategies are LRU (Least Recently Used), FIFO (First In First Out), and random.

The set where a memory block may reside in the cache is uniquely determined by the address of the memory block, i.e., the behavior of the sets is independent of each other. The behavior of an \( A \)-way set associative cache is completely described by the behavior of its \( n/A \) fully associative sets. This holds also for direct mapped caches where \( A = 1 \).

For the sake of space, we restrict our description to the semantics of fully associative caches with LRU replacement strategy. More complete descriptions that explicitly describe direct mapped and \( A \)-way set associative caches can be found in [7,6].
Cache Semantics. In the following, we consider a (fully associative) cache as a set of cache lines \( L = \{l_1, \ldots, l_n\} \) and the store as a set of memory blocks \( S = \{s_1, \ldots, s_m\} \).

To indicate the absence of any memory block in a cache line, we introduce a new element \( I \); \( S' = S \cup \{I\} \).

**Definition 1 (concrete cache state).**
A (concrete) cache state is a function \( c : L \rightarrow S' \).

\( C_c \) denotes the set of all concrete cache states. The initial cache state \( c_I \) maps all cache lines to \( I \).

If \( c(l_i) = s_y \) for a concrete cache state \( c \), then \( i \) is the relative age of the memory block according to the LRU replacement strategy and not necessarily the physical position in the cache hardware.

The update function describes the effect on the cache of referencing a block in memory. The referenced memory block \( s_x \) moves into \( l_1 \) if it was in the cache already. All memory blocks in the cache that had been more recently used than \( s_x \) increase their relative age by one, i.e., they are shifted by one position to the next cache line. If the referenced memory block was not yet in the cache, it is loaded into \( l_1 \) after all memory blocks in the cache have been shifted and the ‘oldest’, i.e., least recently used memory block, has been removed from the cache if the cache was full.

**Definition 2 (cache update).** A cache update function \( U : C_c \times S \rightarrow C_c \) determines the new cache state for a given cache state and a referenced memory block.

Updates of fully associative caches with LRU replacement strategy are pictured as in Figure 2.

\[
\begin{array}{cccc}
Z & Y & X & T \\
\uparrow & \uparrow & \uparrow & \uparrow \\
S & Z & Y & X \\
\downarrow & \downarrow & \downarrow & \downarrow \\
\end{array}
\]

Fig. 2. Update of a concrete fully associative (sub-) cache.

**Control Flow Representation.** We represent programs by control flow graphs consisting of nodes and typed edges. The nodes represent basic blocks. A basic block is a sequence (of fragments) of instructions in which control flow enters at the beginning and leaves at the end without halt or possibility of branching except at the end. For cache analysis, it is most convenient to have one
memory reference per control flow node. Therefore, our nodes may represent the different fragments of machine instructions that access memory. For non-precisely determined addresses of data references, one can use a set of possibly referenced memory blocks. We assume that for each basic block, the sequence of references to memory is known (This is appropriate for instruction caches and can be too restricted for data caches and combined caches. See [7,1] for weaker restrictions.), i.e., there exists a mapping from control flow nodes to sequences of memory blocks: \( L : V \rightarrow S^* \).

We can describe the effect of such a sequence on a cache with the help of the update function \( U \). Therefore, we extend \( U \) to sequences of memory references by sequential composition: \( U(c, (s_{x_1}, \ldots, s_{x_y})) = U(\ldots(U(c, s_{x_1})), \ldots, s_{x_y}) \).

The cache state for a path \((k_1, \ldots, k_p)\) in the control flow graph is given by applying \( U \) to the initial cache state \( c_I \) and the concatenation of all sequences of memory references along the path: \( U(c_I, L(k_1), \ldots, L(k_p)) \).

The Collecting Semantics of a program gathers at each program point the set of all execution states, which the program may encounter at this point during some execution. A semantics on which to base a cache analysis has to model cache contents as part of the execution state. One could thus compute the collecting semantics and project the execution states onto their cache components to obtain the set of all possible cache contents for a given program point. However, the collecting semantics is in general not computable.

Instead, one restricts the standard semantics to only those program constructs, which involve the cache, i.e., memory references. Only they have an effect on the cache modelled by the cache update function, \( U \). This coarser semantics may execute program paths which are not executable in the start semantics. Therefore, the Collecting Cache Semantics of a program computes a superset of the set of all concrete cache states occurring at each program point.

**Definition 3 (Collecting Cache Semantics).**

The Collecting Cache Semantics of a program is
\[
C_{col}(p) = \{ U(c_I, L(k_1), \ldots, L(k_n)) \mid (k_1, \ldots, k_n) \text{ path in the CFG leading to } p \}
\]

This collecting semantics would be computable, although often of enormous size. Therefore, another step abstracts it into a compact representation, so called abstract cache states. Note that every information drawn from the abstract cache states allows to safely deduce information about sets of concrete cache states, i.e., only precision may be reduced in this two step process. Correctness is guaranteed.

**Abstract Semantics.** The specification of a program analysis consists of the specification of an abstract domain and of the abstract semantic functions, mostly called *transfer functions*. The least upper bound operator of the domain combines information when control flow merges.

We present two analyses. The *must analysis* determines a set of memory blocks that are in the cache at a given program point whenever execution reaches this point. The *may analysis* determines all memory blocks that may be in the cache at a given program point. The latter analysis is used to determine the absence of a memory block in the cache.
Table 1. Categorizations of memory references and memory blocks.

<table>
<thead>
<tr>
<th>Category</th>
<th>Abb.</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>always hit</td>
<td>ah</td>
<td>The memory reference will always result in a cache hit.</td>
</tr>
<tr>
<td>always miss</td>
<td>am</td>
<td>The memory reference will always result in a cache miss.</td>
</tr>
<tr>
<td>not classified</td>
<td>nc</td>
<td>The memory reference could neither be classified as ah nor am.</td>
</tr>
</tbody>
</table>

The analyses are used to compute a categorization for each memory reference describing its cache behavior. The categories are described in Table 1.

The domains for our abstract interpretations consist of abstract cache states:

**Definition 4 (abstract cache state).** An abstract cache state $\hat{c} : L \rightarrow 2^S$ maps cache lines to sets of memory blocks. $\hat{C}$ denotes the set of all abstract cache states.

The position of a line in an abstract cache will, as in the case of concrete caches, denote the relative age of the corresponding memory blocks. Note, however, that the domains of abstract cache states will have different partial orders and that the interpretation of abstract cache states will be different in the different analyses.

The following functions relate concrete and abstract domains. An extraction function, extr, maps a concrete cache state to an abstract cache state. The abstraction function, abstr, maps sets of concrete cache states to their best representation in the domain of abstract cache states. It is induced by the extraction function. The concretization function, concr, maps an abstract cache state to the set of all concrete cache states represented by it. It allows to interpret abstract cache states. It is often induced by the abstraction function, cf. [16].

**Definition 5 (extraction, abstraction, concretization functions).** The extraction function $\text{extr} : C_c \rightarrow \hat{C}$ forms singleton sets from the images of the concrete cache states it is applied to, i.e., $\text{extr}(c)(l_i) = \{s_x\}$ if $c(l_i) = s_x$.

The abstraction function $\text{abstr} : 2^{C_c} \rightarrow \hat{C}$ is defined by

$$\text{abstr}(C) = \bigsqcup \{\text{extr}(c) \mid c \in C\}$$

The concretization function $\text{concr} : \hat{C} \rightarrow 2^{C_c}$ is defined by

$$\text{concr}(\hat{c}) = \{c \mid \text{extr}(c) \sqsubseteq \hat{c}\}$$

So much of commonalities of all the domains to be designed. Note, that all the constructions are parameterized in $\sqcup$ and $\sqsubseteq$.

The transfer functions, the abstract cache update functions, all denoted $\hat{U}$, will describe the effects of a control flow node on an element of the abstract domain. They will be composed of two parts,

1. “refreshing” the accessed memory block, i.e., inserting it into the youngest cache line,
2. “aging” some or all other memory blocks already in the abstract cache.
Termination of the analyses. There are only a finite number of cache lines and for each program a finite number of memory blocks. This means, that the domain of abstract cache states \( \hat{c} : L \rightarrow 2^S \) is finite. Hence, every ascending chain is finite. Additionally, the abstract cache update functions, \( \mathcal{U} \), are monotonic. This guarantees that all the analyses will terminate.

Must Analysis. As explained above, the must analysis determines a set of memory blocks that are in the cache at a given program point whenever execution reaches this point. Good information is the knowledge that a memory block is in this set. The bigger the set, the better. As we will see, additional information will even tell how long it will at least stay in the cache. This is connected to the “age” of a memory block. Therefore, the partial order on the must-domain is as follows. Take an abstract cache state \( \hat{c} \). Above \( \hat{c} \) in the domain, i.e., less precise, are states where memory blocks from \( \hat{c} \) are either missing or are older than in \( \hat{c} \). Therefore, the \( \sqcup \)-operator applied to two abstract cache states \( \hat{c}_1 \) and \( \hat{c}_2 \) will produce a state \( \hat{c} \) containing only those memory blocks contained in both and will give them the maximum of their ages in \( \hat{c}_1 \) and \( \hat{c}_2 \) (see Figure 4). The positions of the memory blocks in the abstract cache state are thus the upper bounds of the ages of the memory blocks in the concrete caches occurring in the collecting cache semantics. Concretization of an abstract cache state, \( \hat{c} \), produces the set of all concrete cache states, which contain all the memory blocks contained in \( \hat{c} \) with ages not older than in \( \hat{c} \). Cache lines not filled by these are filled with other memory blocks.

We use the abstract cache update function depicted in Figure 3.

![Fig 3: Update of an abstract fully associative (sub-) cache.](image)

Fig. 3. Update of an abstract fully associative (sub-) cache.
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Fig. 4. Combination for must analysis.
The solution of the must analysis problem is interpreted as follows: Let \( \hat{c} \) be an abstract cache state at some program point. If \( s_x \in \hat{c}(l_i) \) for a cache line \( l_i \) then \( s_x \) will definitely be in the cache whenever execution reaches this program point. A reference to \( s_x \) is categorized as \textit{always hit} (ah). There is even a stronger interpretation of the fact that \( s_x \in \hat{c}(l_i) \). \( s_x \) will stay in the cache at least for the next \( n - i \) references to memory blocks that are not in the cache or are \textit{older} than the memory blocks in \( \hat{c} \), whereby \( s_a \) is older than \( s_b \) means: \( \exists l_i, l_j : s_a \in \hat{c}(l_i), s_b \in \hat{c}(l_j), i > j \).

\textit{May Analysis.} To determine, if a memory block \( s_x \) will never be in the cache, we compute the complimentary information, i.e., sets of memory blocks that \textit{may} be in the cache. “Good” information is that a memory block is not in this set, because this memory block can be classified as definitely not in the cache whenever execution reaches the given program point. Thus, the smaller the sets are, the better. Additionally, the older blocks will reach the desired situation to be removed from the cache faster than the younger ones. Therefore, the partial order on this domain is as follows. Take some abstract cache state \( \hat{c} \). Above \( \hat{c} \) in the domain, i.e., less precise, are those states which contain additional memory blocks or where memory blocks from \( \hat{c} \) are younger than in \( \hat{c} \). Therefore, the \( \cup \)-operator applied to two abstract cache states \( \hat{c}_1 \) and \( \hat{c}_2 \) will produce a state \( \hat{c} \) containing those memory blocks contained in \( \hat{c}_1 \) or \( \hat{c}_2 \) and will give them the minimum of their ages in \( \hat{c}_1 \) and \( \hat{c}_2 \) (see Figure 5).

The positions of the memory blocks in the abstract cache state are thus the lower bounds of the \textit{ages} of the memory blocks in the concrete caches occurring in the collecting cache semantics.

![Fig. 5. Combination for may analysis](image)

The solution of the may analysis problem is interpreted as follows: The fact that \( s_x \) is in the abstract cache \( \hat{c} \) means, that \( s_x \) may be in the cache during some execution when the program point is reached. We can even say, that memory block \( s_x \in \hat{c}(l_i) \) will surely be removed from the cache after at most \( n - i + 1 \) references to memory blocks that are not in the cache or are \textit{older or of the same age} than \( s_x \), if there are no memory references to \( s_x \). \( s_a \) is older than or of the same age as \( s_b \) means: \( \exists l_i, l_j : s_a \in \hat{c}(l_i), s_b \in \hat{c}(l_j), i \geq j \). If \( s_x \) is not in \( \hat{c}(l_i) \) for any \( l_i \) then it will definitely be not in the cache on any execution. A reference to \( s_x \) is categorized as \textit{always miss} (am).
3.3 Worst Case Path Analysis Using Integer Linear Programming (ILP)

The structure of a program and the set of program paths can be mapped to an ILP in a very natural way. A set of constraints describes the control flow of the program. Solving these constraints yields very precise results [22]. However, requirements for precision of the analysis results demands regarding basic blocks in different contexts, i.e., in different ways, how control reached them. This makes the control quite complex, so that the mapping to an ILP may be very difficult [23].

A problem formulated in an ILP consists of two parts: the cost function and constraints on the variables used in the cost function. Our cost function represents the number of CPU cycles. Correspondingly, it has to be maximised. Each variable in the cost function represents the execution count of one basic block of the program and is weighted by the execution time of that basic block. Additionally, variables are used corresponding to the traversal counts of the edges in the control flow graph.

The integer constraints describing how often basic blocks are executed relative to each other can be automatically generated from the control flow graph. However, additional information about the program provided by the user is usually needed, as the problem of finding the worst case program path is unsolvable in the general case. Loop and recursion bounds cannot always be inferred automatically and must therefore be provided by the user.

The ILP approach for program path analysis has the advantage that users are able to describe in precise terms virtually anything they know about the program. In our system, arbitrary integer constraints can be added by the user to improve the analysis. The system first generates the obvious constraints automatically and then adds user supplied constraints to tighten the WCET bounds.

4 WCET Determination by MC

Each abstract interpretation has encoded in it the type of invariants it is able to derive. It analyzes given programs and derives invariants at each of their program points, called local invariants. These invariants then imply safety properties of the execution states at these program points, analogously called local safety properties. In our application, we are interested in the verification of the largest subset of a set of local safety properties, that could hold at a program point. The fundamental question is, what on the MC side corresponds to this ability of verifying an a priori unknown set of local safety properties. The following analogy comes to one’s mind. P. Cousot has shown in [3] that the well-known Constant Propagation analysis cannot be done by model checking. A constant-propagation analysis determines at each program point a set of variable-constant pairs \((x, c)\) such that \(x\) is guaranteed to have value \(c\) each time execution reaches this program point. The model checker would need to know the constant value \(c\) of program variable \(x\) in order to derive that \(x\) has value \(c\) at program point \(n\) whenever execution reaches \(n\).
Here are two alternatives, how WCETs could be determined by MC. They all use exponential search to compute upper bounds instead of YES/NO answers in the following way:

A measured execution time is taken as intital value for an upwards search doubling the expected bound each time, until the MC verifies that the bound suffices. A consecutive binary search determines an upper bound. This process needs a logarithmic number of runs of the model checker. An added value of this procedure may be that it delivers two values enclosing the WCET at convergence.

Let us regard the question raised above under two different definitions of model checking:

*Model checking is fixpoint iteration without dynamic abstraction and using set union to collect states.* This coincides with the view that *model checking is Reachability Analysis.* In contrast, *abstract interpretation* would be considered as *fixpoint iteration with dynamic abstraction using lattice join to combine abstract states.*

This would, however, need to search an exponential state space. Let us regard again the subproblem of cache-behavior prediction. In Section 3, it was described how abstract cache states compactly represent information about sets of concrete cache states. Practice shows that little precision is lost by the abstraction. On the other hand, for an \( a \)-way set-associative cache the number of contents of one set is large, namely \( \binom{k}{a} a! \) if \( k \) is the number of memory blocks mapped to this set.

Model checking checks whether a given (global) property holds for a finite transition system. As explained above, we are interested in verifying as many local safety properties at program points as possible. Hence, we either do \( O(n) \) runs of the model checker for a program of size \( n \) with a possible large constant stemming from the number of potential safety properties, or we code these all together into one \( O(n) \)-size conjunction.

5 WCET Determination by ILP

Li, Malik, and Wolfe were very successful with an ILP-only approach to WCET determination \[11,12,13,14] \ldots at least as far as getting papers about their approach published. Cache and pipeline behavior prediction are formulated as a single linear program. The i960KB is investigated, a 32-bit microprocessor with a 512 byte direct mapped instruction cache and a fairly simple pipeline. Only structural hazards need to be modeled, thus keeping the complexity of the integer linear program moderate compared to the expected complexity of a model for a modern microprocessor. Variable execution times, branch prediction, and instruction prefetching are not considered at all. Using this approach for superscalar pipelines does not seem very promising, considering the analysis times reported in the article.

One of the severe problems is the exponential increase of the size of the ILP in the number of competing \( l \)-blocks. *\( l \)-blocks* are maximally long contiguous sequences of instructions in a basic block mapped to the same cache set. Two \( l \)-blocks mapped to the same cache set *compete* if they do not have the same
address tag. For a fixed cache architecture, the number of competing $l$-blocks grows linearly with the size of the program. Differentiation by contexts, absolutely necessary to achieve precision, increases this number additionally. Thus, the size of the ILP is exponential in the size of the program. Even though the problem is claimed to be a network-flow problem the size of the ILP is killing the approach. Growing associativity of the cache increases the number of competing $l$-blocks. Thus, also increasing cache-architecture complexity plays against this approach.

Nonetheless, their method of modeling the control flow as an ILP, the so-called Implicit Path Enumeration, is elegant and can be efficient if the size of the ILP is kept small. It has been adopted by many groups working in this area.

The weakness of my argumentation against an ILP-only approach to WCET determination is apparent; I argue against one particular way of modeling the problem in one ILP. There could be other ways of modeling it.

6 Conclusion

The AI+ILP approach has proved successful in industrial practice. Results, at least on disciplined software, but quite complex processors are precise [24] and are produced quickly. Benchmark results reported there show an average over-estimation of execution times of roughly 15%. This should be contrasted with results of an experiment by Alfred Rosskopf at EADS [19]. He measured a slow down of a factor of 30 when the caches of a PowerPC 603 were switched off. The benchmark described in [24] consisted of 12 tasks of roughly 13 kByte instructions each. The analysis of these tasks took less than 30 min. per task.

The approach is modular, in that it separates processor behaviour prediction and worst-case path determination. Reasons for the efficiency of the approach are twofold: AI used for the prediction of processor behaviour uses only one, albeit complex fixpoint computation, in which it verifies as many safety properties, i.e. absence of timing accidents, as it can. The remaining ILP modeling the control flow of the program, even when expanded to realize context differentiation, is still of moderate size and can be solved quickly.

As Ken McMillan pointed out, model checking may deliver more precise results since it exhaustively checks all possibilities, while abstract interpretation may loose information due to abstraction. Our practical experience so far does not show a significant loss of precision. On the other hand, none of the described alternatives of using MC seems to offer acceptable performance. It could turn out that the exponential worst case does not show up in practice as is the case in the experiments on byte-code verification reported in [2].

MC could check the conjunction of a set of safety properties in polynomial time, after these have been derived by abstract interpretation.

Only one ILP-only approach could be found in the literature. It had severe scaling problems as the size of the ILP grows exponentially with the size of the program to be analyzed.
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Abstract. Biological systems can be modeled beneficially as reactive systems, using languages and tools developed for the construction of man-made systems. Our long-term aim is to model a full multi-cellular animal as a reactive system; specifically, the C. elegans nematode worm, which is complex, but very well-defined in terms of anatomy and genetics. The challenge is to construct a full, true-to-all-known-facts, 4-dimensional, fully animated model of the development and behavior of this worm (or of a comparable multi-cellular animal), which is multi-level and interactive, and is easily extendable – even by biologists – as new biological facts are discovered.

The proposal has three premises: (i) that satisfactory frameworks now exist for reactive system modeling and design; (ii) that biological research is ready for an extremely significant transition from analysis (reducing experimental observations to elementary building blocks) to synthesis (integrating the parts into a comprehensive whole), a transition that requires mathematics and computation; and (iii) that the true complexity of the dynamics of biological systems – specifically multi-cellular living organisms – stems from their reactivity.

In earlier work on T-cell reactivity, we addressed the feasibility of modeling biological systems as reactive systems, and the results were very encouraging [1]. Since then, we have turned to two far more complex systems, with the intention of establishing the basis for addressing the admittedly extremely ambitious challenge outlined above. One is modeling T-cell behavior in the thymus [2], using statecharts and Rhapsody, and the other is on VPC fate acquisition in the egg-laying system of C. elegans [3], for which we used LSCs and the Play-Engine [4].

The proposed long term effort could possibly result in an unprecedented tool for the research community, both in biology and in computer science. We feel that much of the research in systems biology will be going this way in the future: grand efforts at using computerized system modeling and analysis techniques for understanding complex biology.
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